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Letter from the Editors

research in the field of Living Systems is unthinkable 
without international cooperation. One of the impor-
tant sections in our journal is now devoted to reviews 

penned by leading domestic and foreign scientists. these au-
thors represent the leading scientific schools of russia, eu-
rope, and the u.S..

In addition, we publish the results of work conducted by 
international research groups in the experimental section of 
our journal. Hence, this issue contains an article written in 
collaboration with our Japanese colleagues that focuses on 
the study of the enzyme deacylation process for the family 
of penicillin-binding proteins. Another experimental paper 
written by a team of German scientists highlights the pos-
sibility of using 2D-gel electrophoresis to study a receptor 
complex.

Some of the materials in the section “Forum” are devoted 
to an important aspect of international cooperation in the 
field of Living Systems: the article is about customs tariffs 
as barriers to the development of biotechnology and possible 
ways to overcome them.

taking further the topic of state support of science initi-
ated in the previous issue (Acta Naturae, 2010, Volume 2, 
№ 1 (4)), we are offering material on the implementation of 
the Federal target Program research and Scientific-Peda-
gogical Human resources.

We are also exited to share with our readers some good 
news: the journal Acta Naturae has been entered into the list 
of the leading periodicals of the Higher Attestation com-
mission of the russian Ministry of education and Science. 
We hope this distinction will steer more and more young re-
searchers in our direction.

Editorial Board 



2 | ActA nAturAe |  VOL. 2  № 2 (5)  2010



 VOL. 2  № 2 (5)  2010  | ActA nAturAe | 3
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R.Y. Kotlyarov, V.V. Kuprianov, A.I. Migunov, L.A. Stepanova, L.M. Tsyba-
lova, O.I. Kiselev, N.V. Ravin, K.G. Skryabin

Development of Recombinant 
Vaccine against A(H1N1) 2009 
Influenza Based on Virus-like 
Nanoparticles Carrying the 
Extracellular Domain of M2 Protein
We constructed recombinant nanosized virus-like particles based on a nu-
clear antigen of the hepatitis B virus. these particles expose on the sur-
face the extracellular domain of the M2 protein of the highly pathogenic 
A(H1n1) 2009 influenza virus. experiments on animals show that M2sHBc 
particles are highly immunogenic in mice and provide complete protection 
against the lethal influenza challenge.
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D. Riess, I. Lavrik

2D-gel Electrophoresis As a Tool to Investigate 
the Composition of CD95 DISC

In this work, the composition of the cD95 DISc in two different cell types was analyzed using pro-
teomics approaches. using 2D gels, the composition of the cD95 DISc was analyzed in the so-called 
type I and type II cells, which are characterized by different kinetics of apoptosis. the detailed 
analysis of the cD95 DISc demonstrated that, besides the well-established components of the cD95 
DISc, which are present in both cell types (cD95, FADD and procaspase-8), there are a number of 
differential spots detected at the cD95 DISc of type I versus type II cells. taken together, this work 
demonstrates the differential composition of the cD95 DISc of type I versus type II cells.

Scheme of Type I and Type 
II apoptotic pathways

I.G. Khaliullin, D.A. Suplatov, D.N. Shalaeva, 
M. Otsuka, Y. Asano, V.К. Švedas  

Bioinformatic Analysis, 
Molecular Modeling of 
Role of Lys65 Residue 
in Catalytic Triad of 
D-aminopeptidase from 
Ochrobactrum anthropi

the resulting data have been used to elucidate the role of Lys65 in 
the catalytic mechanism of D-aminopeptidase as a general base for 
proton transfer from catalytic Ser62 to tyr153, and vice versa, dur-
ing the formation and hydrolysis of the acylenzyme intermediate.

Stereo view of the D-ami-
nopeptidase active site and 
spatial organization of catalytic 
triad.

S. P. Medvedev, A. A. Malakhova, E. V. Grigor’eva, A. I. Shevchenko, E. V. Dementyeva, 
I. A. Sobolev, I. N. Lebedev, A .G. Shilov, I. F. Zhimulev, S. M. Zakian

Derivation of Induced Pluripotent Stem 
Cells from Fetal Human Skin Fibroblasts
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Fig. 3. Survival of mice immunized with M2sHBc, followed by 
a potentially lethal challenge with different mouse-adapted 
influenza strains. 

In this study we reprogrammed fetal human skin fibroblasts by transduction with 
retroviral vectors carrying murine Oct4, Sox2, Klf4, and c-Myc cDnAs. As a result, 
cells with the protein expression and gene transcription pattern characteristic of 
human embryonic stem cells were derived.

Morphology of iPSC colonies derived from 
human embryonic fibroblasts

Survival of mice immunized with M2sHBc, followed by a 
potentially lethal challenge with mouse-adapted influenza 
strains.
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tive planning for the real prototype, 
obtained by laser stereo lithographic 
technology, allows to preserve vital or-
gans and improve the radical removal 
of tumors. For the first time ever mu-
tual dependence between cancer and 
plastic treatment components has been 
established; radical tumor removal 
leads to defects incompatible with life 
and requires immediate and safe recon-
struction, which is impossible without 
an accurate evaluation of the level and 
composition of the plastic material with 
location on real biomodels.

A new generation of intelligent la-
ser surgical systems have been de-
signed and built. the laser installation 
in real time defines the boundaries of 
the treated area. testing of this new in-
stallation revealed a new possibility for 
the use of the surgical laser in different 
modes, depending on various conditions. 
the system opens entirely new oppor-
tunities for low-traumatic and organ-
saving operations.

Laser information technologies are 
being introduced in other medical fields, 
such as ophthalmology, cardiac surgery, 
etc., through the creation of specialized 
tasks geared to these complexes.

the next issue will contain a detailed 
publication from the russian State 
Prize winners. 

duction using the 
“symmetric ster-
eo lithography” 
method, as well 
as a database of 
“online donors,” 
are being devel-
oped.

For the first 
time, a special 
f o r m  o f  t r a u -
matic brain injury (crush syndrome of 
the head) has been described. Several 
other technologies are being developed 
and implemented in practice, such as 
computer simulation of preoperative 
craniocerebral operations and intraop-
erative navigation technology, includ-
ing three-dimensional ct, MrI, and ul-
trasound images; optical fluorescence; 
neurophysiologic mapping; and neuro-
monitoring.

these concepts and technology for 
reconstructive neurosurgery, which 
yield restoration of the structural integ-
rity of the brain’s functionality and the 
individual configuration of the skull, as 
well as the soft covers of the head based 
on modern laser information technolo-
gies, are a priority.

A novel approach is being pursued 
in the field of cancer surgery in which a 
complex set of laser technologies, such 
as spiral ct, MrI, and 3D ultrasound, 
constitute the foundation for the sur-
gical planning of anatomically complex 
locations of tumors; the data obtained 
combine laser information technologies, 
creating a real three-dimensional model 
of the diseased organ. this proves that 
it is possible to successfully surgically 
treat a tumor that affects the skull’s 
base, cranio-maxillo-facial region, 
spine, larynx, and trachea. Preopera-

V.Ya. Panchenko A.A. Potapov V.I. Chissov

Russian Federation State Prize in Science 
and Technology for 2009 

The Russian Federation State Prize in Science and Technology for 2009 honoring scientists for “A Set of Scien-
tific Works on the Development of Laser and Information Technologies in Medicine” (Presidential Decree no. 
678, June 6, 2010) was awarded to V.Ya. Panchenko, doctor of physical and mathematical sciences, acad-
emician of the Russian Academy of Sciences, director of the Institute of Laser and Information Technologies, 
Russian Academy of Sciences; to A.A. Potapov, doctor of medical sciences, Russian Academy of Medical 
Sciences, deputy director of the Burdenko Neurosurgery Research Institute, Medical Academy of Medical 
Sciences; and to V.I. Chissov, doctor of medical sciences, academician of the Russian Academy of Medical 
Sciences, director of Herzen’s Cancer Research Institute, Moscow.

In the work of these scientists, 
a system for the remote pro-
duction of individual implants 

and biomodels based on tomography 
data of the evaluation of pre-surgery 
patients via the Internet to a center for 
rapid prototyping and manufacturing 
was established for the first time ever. 
Original locally conceived systems for 
rapid prototyping, namely, laser sys-
tems and selective laser sintering of mi-
cro-, nano-, and biocompatible materi-
als, were designed and manufactured. 
Biomodels created based on these ma-
terials are being used for pre-surgery 
planning.

this technology of preoperative bio-
modeling is being widely used in neuro-
surgery, oncology, and reconstructive 
surgery at many hospitals in different 
regions of russia and other countries. 
the effectiveness of operational pre-
planning using biomodels is demon-
strated in the significant reduction in 
time and in the improvement of treat-
ment outcomes in neurosurgery, maxil-
lofacial surgery, reconstructive surgery, 
and oncology.

A huge amount of problems related 
to traumatic brain injury are solved 
through neurosurgery. For the first 
time, technology and methods for ob-
taining and producing stereo litho-
graphic models that are fully congru-
ent to real facial and cranial defects are 
being developed, therefore radically 
changing plastic and reconstructive 
microsurgery and allowing for the ac-
cumulation of the largest body of clini-
cal material both in the country and in 
the world.

technology to manufacture indi-
vidual implants from various biocom-
patible materials and molds for its pro-
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Scientific Personnel

The federal targeted program (FTP) Scientific and Science-Oriented Educational Personnel started 
out in 2009. One of its projects was meant to support scientific research conducted by educational 
scientific centers (ESC). We decided to ask some questions that are regularly of interest to ESC 
groups applying for grants with the program, and Head of the Department of Programs and Projects 
at Rosnauka Gennadiy Shepelev agreed to answer them. 

Gennadiy Vasilievich, what 
was the idea behind creat-
ing a grant competition for 

educational scientific centers under 
the “Personnel” FTP? What were the 
aims? How would you describe the ed-
ucational side of these projects?

On the history of the subject, at-
tempts to create eSc were made un-
der the federal targeted scientific and 
technical program research and De-
velopment in the Priority Fields of Sci-
ence and technology in 2005-2006. the 
results of these attempts showed that 
training of scientific personnel is in it-
self an important and difficult endeav-
or, and the federal targeted program 
Scientific and Science-Oriented edu-
cational Personnel of Innovational rus-
sia is one of the instruments designed to 
solve this problem.

educational scientific centers are a 
part of the network of training institu-
tions for scientific personnel; it is one of 
the instruments that allow to fuse scien-
tific research and education. One of the 
tasks of eScs is to involve scientists in 
the training of young specialists. eScs 
train young specialists through direct 
practice by involving them in scientific 
research. this allows to supplement the 
theoretical base with practical skills, 
which are learned during experimental 
research. 

In turn, the educational activities 
of an eSc are aimed at incorporating 
the new knowledge learned during 
research into the educational process, 
such as educational programs, lectures, 
practical courses, and seminars. 

It is obvious that modern educa-
tion must be based not only on classical 
knowledge, but also on novel discover-
ies. For example, we can look into dis-
cussions in the It industry on whether 
textbooks and educational programs 
should contain obsolete information. 

this kind of information does not seem 
to spur a student’s interest in science, 
since in their life outside education 
young people most often find them-
selves face to face with new technolo-
gies and knowledge which have not 
been covered in their education. Obso-
lete textbooks provide a skewed view 
of the level of scientific knowledge in a 
certain field. eScs are supposed to solve 
these problems as well. 

A new wave of projects were 
launched in 2010. Does the level of the 
applications differ from that of last 
year? We are asking because last year 
more projects were funded then was 
planned, do you see fewer good projects 
this year?

Last year the program planned to 
fund 450 projects, each receiving up to 
15 million rubles during the course of 3 
years. Since the budget of the “Person-
nel” FtP was cut by 15%, we could only 
fund 383 projects. However, since the 
average size of a contract turned out to 
be lower than planned, we managed to 
sign 502 contracts.

Despite the fact that more projects 
than was planned received support, 
there is no sign that researchers are 
running out of good projects. this year 
there were more applications in the 
competition. the first 8 stages of the 
competition received more than 2,800 
applications, and we expect more than 
5,000 by the end of the year. However, 
we must remember that some applica-
tions are repeated – the losers in one 
stage take part in the next stages. thus, 
the number of first-time applications 
will be lower than the overall number 
of applications. 

How much was the average amount 
in a contract reduced compared to the 
initial estimate? Could this influence 
the quality of the projects and the list 
of winners in the competition? 

One opinion is that reduction of the 
amount on the contract is a negative 
factor, but we must remember that the 
number of competitors increased, and 
we managed to fund more scientific 
groups, which is likely a positive out-
come. On the subject of the amount, the 
initial amount of a contract was 15 mil-
lion rubles or approximately 500, 000 
uS dollars. Last year the average 
amount on a contract was approximate-
ly 11.4 million rubles, this year the first 
stages show an average of 8.6 million 
rubles. We can compare this to the av-
erage size of an nSF (national Science 
Foundation) grant in the uSA, which 
is about 300-350, 000 uS dollars during 
the course of 3 years. this is about the 
same range that we are seeing in our 
program. We must also keep in mind 
the difference in average salaries in 
the u.S. and in russia. this means that 

Gennadiy Shepelev
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the value of our contract is in line with 
world standards.

Of course some applications were 
cheaper, but then again, others were 
more expensive. there is no single 
“correct” amount to allocate for every 
project. Some projects use expensive 
materials, others use cheaper ones. 
Also, the amount on a contract must 
be weighed against the results that can 
be obtained. there is a possibility for 
two errors here; one is when a project 
is overfunded, and another is when it 
is underfunded, because competitors in 
one competition state a lower price in 
order to win. As we know, the Federal 
Law on Government Purchases № 94 
prohibits the buyer to ask for an item-
ized cost sheet, which means that in this 
case the legislation prevents us from 
obtaining this information.

On the subject of whether the list of 
winners was substantially influenced 
by the amounts allocated and terms, 
the russian Institute of economics, 
Politics and Law has analyzed whether 
the 2009 winner list was to change if the 
amount on a contract and the term of 
the project were not taken into account 
(recently, the term parameter has been 
practically removed, since a serious ad-
vantage in score can only be achieved 
by reducing the duration by 25%, which 
will have an obvious negative effect on 
the work. Because of this, the role of the 
amount of funds allocated has increased 
even more). the conclusion was that the 
list of winners would experience a 15% 
change. Whether this is a significant 
change or not is debatable. However, 
the difference between the scoring by 
different experts varies in about the 
same range. In other words, there are 
other comparable factors except from 
the completion dates and size of grants 
which have the same relevance and 
have a similar effect on the final results 
of the competition. 

With all this in mind, is there a way 
to prevent weak, “price dumping” ap-
plications from winning the competi-
tion?

Once again, the question assumes 
that “price dumping” applications are 
bad. Price and quality are two differ-
ent parameters which are both weighed 
during expert assessment. We try not 
to accept bad applications, and there 
is a mechanism for achieving this. For 
instance, each project has indicators of 

whether young specialists will be in-
volved, and meeting these criteria re-
quires that a salary be paid to the ap-
propriate number of employees. thus, 
based on the minimum wage we can see 
that the minimum size of a contract in 
which these indicators are met is 7-9 
million rubles. If the amount is lower, 
then we understand that some indica-
tors are poor, and thus the project does 
not conform to competition rules and 
will not be funded. We are trying to 
make sure that the quality of projects 
is the most important factor; however, 
we cannot completely ignore the size of 
grants since the Federal Law № 94 is a 
law, and breaking it results in adminis-
trative punishment. 

there is another problem here: the 
number of specialists required for a 
project can be overestimated, mean-
ing that the project in fact needs less 
people than are listed in the applica-
tion. However, it would be a nega-
tive trend if we were only aiming at 
saving money. Moreover, one of our 
goals is to attract young people into 
research. thus, we are actually stimu-
lating groups to inflate their requests 
by including less qualified personnel 
into the project. Also, we must keep in 
mind that research groups often do not 
conduct work exclusively on the terms 
in the contract, as science often takes 
the researcher beyond the boundaries 
of the technical specifications of the 
contract. this will of course take up 
money from the project and human re-
sources. this could be interpreted as a 
misuse of funds; however, the general 
logic of science is that this is precisely 
the way it should be. Scientific groups 
should have enough room for men in 
their research. 

One of the indicators of ESC projects 
is the involvement of younger person-
nel. During the project these people 
will work in the applying organiza-
tion, what happens after the contract is 
over? Is there any mechanism for keep-
ing these specialists after the project 
ends?

there are no projects in the world 
that can guarantee lifetime funding. 
Keeping scientific personnel in institu-
tions is achieved by permanent slots, 
which are limited in number. However, 
there are positions under temporary 
economic contracts. In order for them 
to be maintained after the project is fin-

ished, the researchers must receive new 
grants and contracts. Another untapped 
resource is cooperation with business 
and industry. In our country approxi-
mately 65% of all research is funded by 
the government and the remaining 35% 
receive non-budgetary funding. In for-
eign countries, this ratio is exactly the 
reverse. However, there are examples 
when a russian college receives 50% of 
its funds from businesses. currently, 
the government is pressuring busi-
nesses to direct a certain percentage 
of their income towards scientific re-
search, especially those companies that 
are partially owned by the government. 
Moreover, Decree 218 for the support 
of cooperation between colleges and in-
dustrial companies has recently come 
into force, and it is also a resource that 
can provide additional funding for sci-
entific groups.

What if an organization attracts 
young specialists without aiming to 
keep them in the organization after 
the ESC funding runs out and gets rid 
of them after the completion of the 
project? 

Of course some organizations will 
choose this route, get rid of the person-
nel after the project is completed. But 
administrative regulation of these proc-
esses would be outside the priorities 
supported by the FtPs. the projects 
under the ecS program are a chance 
for young specialists to test their abili-
ties, not a ploy to keep them working at 
a certain eSc for the rest of their lives. 
In the latter case, the centers should not 
have been called “educational.” Some of 
the involved specialists will leave, but 
we cannot really say that this is either 
good or bad. We assume that the people 
involved in the project have received 
higher qualification and will use these 
new skills and knowledge in some other 
organization (not necessarily the same 
eSc or an eSc at all). If the economy 
gets a better trained specialist, then 
this is a good outcome, irrespective of 
whether or not this specialist continues 
to work in the organization that trained 
him. 

In some cases a research group uses 
a paper that was in press before the 
start of a project as an indicator of a 
project’s progress in their report. What 
is your opinion of this practice? 

Again, there is no “black or white” 
answer here. If an eSc is there for 
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work, not to write a report, then it must 
have a head start in research which be-
gan before the start of a contract – this 
is one of the criteria for selecting the 
best eScs. If one adopts this point of 
view, it does not really matter when the 
article was planned. Delaying articles so 
as to send them to a journal during the 
course of the project is of course non-
sense. Of course if there are no other 
articles during the course of the project 
then this is another matter, but this has 
to be controlled by the authority that 
oversees progress in the project. 

Can you comment on the overall sit-
uation with scientific personnel turno-
ver in Russia? 

no serious studies of the scientific 
personnel process have been conducted 
as of now. there is only general statisti-
cal data which lack details. this leads to 
speculation and pessimistic prognoses 
and various interpretations of the situ-
ation with varying comments depend-
ing on the position of the commenting 
party.

the following example illustrates 
this point. the drain of scientific per-

sonnel was at its highest in the relative-
ly prosperous year of 2008, the reduc-
tion in scientific personnel was 5%, even 
though the overall number of people in-
volved in science increased in 2007. the 
reduction was spread out fairly evenly 
among all organizations, both govern-
mental and non-governmental. Howev-
er, the proportion of research scientists 
involved in science has increased. Pos-
sibly people moved over to the realm 
of business, which promised a consid-
erable increase in income at the time, 
some role might have been played by 
the cutbacks because of the crisis near 
the end of the year. this is the most we 
can say on the issue, because no more 
specific information is available.

But, as I have said earlier, these 
facts cannot be interpreted in terms of 
good or bad; there are different facets 
to every problem. We need to ask our-
selves several questions – how many 
people are needed in the scientific field? 
What do we want from them? Just sci-
entific papers? Of course not. One of the 
reasons for personnel leaving the scien-
tific sector may be increased competi-

tion from industry; production requires 
technologies as well as qualified special-
ists. 

Let me give an example. In the Sovi-
et union I worked at an institute which 
was among other things involved in the 
development of laser crystals. When the 
technology was transferred from the 
developing institute to the manufactur-
ing plant, the quality of the crystals was 
considerably worse. Why did this hap-
pen? One of the possible reasons is the 
human factor, which in this case was 
the lower qualification of the manufac-
turing plant’s personnel as compared to 
the staff at the research facility. 

What can ESCs expect in the follow-
ing year?

this year there will be approximate-
ly 300 more contracts for ecSs in addi-
tion to the contracts that are currently 
running. the plans for next year will be 
formulated after the program's budget 
for next year is set. We hope to sign no 
less than 500 contracts. 

Interview by Ivan Ohapkin
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the field of “Living Systems” is a 
priority in the Scientific and Sci-
ence education Personnel FtP, 

which is evident from the statistical 
data on the event conduct of Scien-
tific research by educational Scientific 
center Staff (table 1).

the overall level of competition in 
2009 was 5.1 applications per grant. For 
comparison, in 2009 the average level of 

What is the situation with Personnel 
in Life Sciences?

Table 1.

name of the indicator
event 1.1

2009 2010*

number of application (Life Sciences) 421 333 

number of supported eSc projects (Life Sciences) 82 43 

Overall amount of funds, million rubles 986.0 377.9 

In 2009 312.6 -  

In 2010 353.0 126.0 

Average size of contract, million rubles 12.0 8.8 

In  2009 3.8 -  

In 2010 4.3 2.9 

Maximum size of contract, million rubles 15.0 12.5 

In 2009 5.0 -  

In 2010 5.0 4.2 

Minimum size of contract, million rubles 6.0 4.5 

In 2009 0.5 -  

In 2010 2.0 1.5 

*the 2010 competitions are still in progress. 

Table 2

theme groups competition number of projects number of applications

2009 2010 2009 2010 2009 2010

141 General biology and genetics 2.4 7.8 12 4 29 31 

142 Physico-chemical biology 2.6 6.2 12 5 31 31 

143 Fundamental medicine 4.9 5.5 19 14 94 77 

201 Biocatalytic technology 4.5 11.5 4 2 18 23 

202 Biomedical protection technologies 9.0 9.3 20 14 179 130 

203 Genomic technology 5.0 10.3 3 4 15 41 

204 cellular technology 5.0   3             -  15             -  

205 Bioengineering 3,3   4             -  13             -  

206 Bioinformatic technology 7,0   2             -  14             -  

209 creation of biocompatible materials 4,3   3             -  13             -  

Average \ Amount 5.1 7.7 82 43 421 333 

competition in the “nanotechnology and 
nanomaterials” field was 8 applications 
per grant.

Interestingly, judging by the first 
stages of the “Living Systems” in 
2010, competition has increased as 
compared to 2009; however, the aver-
age size of a contract in 2010 is much 
smaller (this is probably because of 
the inadequacies in the governmental 

purchases legislature). the increased 
competition is due to the increasing 
phenomenon of “price dumping” ap-
plications which use the flaws of the 
Federal Law № 94 on Government 
Purchases and which leads to the 
breaking-up of government funds into 
ever smaller grants. In practice, the 
average amount of a grant in 2010 is 
1.5-2 times smaller than was planned 
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Table 3.

Higher educational facilities of the 
Ministry of education (rosObr) 42

rAS 38

rAMS 18

Higher educational facilities of the 
Ministry of Health and institutions 

of its agencies
16

Lomonosov MSu 8

russian Academy of Agricultural 
and Livestock Sciences 1

Ministry of Agriculture and 
Livestock 1

Others (Karpov Scientific research 
Institute of Physical chemistry) 1

Overall 125

* the listed numbers are the number 
of supported eSc applications, not the 
number of winning organizations

Table 4.

Organization number of 
applications

number of 
contracts

novosibirsk State university 11 3

South Federal university 10 1

Immanuel Kant russian Governmental university 10 1

rAS Institute of theoretical and experimental Biophysics 9 2

Peoples Friendship university of russia 9 2

Siberian State Medical university of the Federal Health and 
Social Development Agency 9 3

tomsk State university 9 1

Saint-Petersburg State Polytechnical university 8 0

Saint-Petersburg State university 8 2

rAMS cardiology research instate of the Siberian branch of 
rAMS 8 1

rAS institute of chemical biology and fundamental medicine of 
the Siberian Branch of rAS 8 3

national nuclear research university of the Moscow 
engineering and Physics Institute 8 1

Department of Biology of the M.V. Lomonosov Moscow State 
university 8 1

rAS Institute of Molecular Genetics 8 3

n.G. chernishevsky Saratov State university 8 2

Table 5.

Organization Project Size of contract  
(in millions of rubles).

research Institute of Physico-chemical 
Medicine of the Federal Medico-

biological agency 

Study of the paracrine mechanisms behind the effect of mesenchimal 
stem cells on the regeneration of tissues using proteome analysis 12.5

research Institute of urology of 
the Federal Agency for Highly 

technological Medical Assistance

Development of a comprehensive diagnostic and metric system for 
studying the functional activity of the higher an lower urinary ducts 12.0

Moscow energetic Institute (technical 
university)

Study of the condition and evolutionary change of biological objects 
using remote laser diagnostics 11.0

K.I. Skryabin Moscow State Academy of 
Veterinary Medicine and Biotechnology

Development of innovational diagnostic methods using animal physiol-
ogy and biochemistry as a model for medical use 10.8

Department of chemistry of the M.V. 
Lomonosov Moscow State university

Development of a method for the molecular monitoring of the spread 
of viral infections and for determining the effectiveness of antiviral 

compounds in order to create the next generation of therapeutic drugs 
10.8

by the authors of the FtP project dur-
ing its development. 

table 2 shows the distribution of ap-
plications and contracts between fields 
in the section of Living Systems.

Data on the affiliation of the win-
ning organizations are also of some in-
terest. If it were not for the flaws of the 
law on governmental purchases, these 
data could be considered to be a real-
istic rating of Life Sciences centers af-
filiated with various agencies. However, 
the current data are not as valuable as 
that. 

notably, MSu, which won 7 eSc 
grants in 2009, won only one in 2010. 

nevertheless, this university is still 
the leader in the number of eScs 
among all participating organiza-
tions. 

table 4 shows the 15 most active 
participants in the eSc grant compe-
tition in the field of Living Systems in 
2009-2010.

As we can see, 11 of the 15 organi-
zations which applied for more than 
8 grants are higher educational in-
stitutions. However, the success ratio 
(which indirectly reflects the quality 
and scientific level of the presented 
projects) is higher for research insti-
tutes of the Biology Division of rAS as 

compared to universities, research in-
stitutes of the other rAS divisions and 
other agencies. the rAS Institute of 
Molecular Biology and rAS Institute 
of Gene Biology won two grants each 
after having applied for three each. 
Identical results (2 contracts per 3 ap-
plications) were also obtained by other 
acknowledged biological centers: the 
Pushkino State university, research 
Institute of Physico-chemical Medi-
cine, and others.

In conclusion, we list the organizations 
with the most funding for their contracts 
according to the results of the completed 
competitions in 2010 (table 5):

this material was prepared by Ivan Sterligov using materials from the national Personnel training Foundation (nPtF) – 
Analytical Administration Board of FtPs. the editors thank Alexander Kalyagin (nPtF). 
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Customs Barriers in the Way of Progress 
in Biotechnology

S. Sinyavskaya, specially for Acta Naturae 

Scientific research in the field of Life Sciences is impossible without international coop-
eration, which means that no research is possible without foreign equipment, reagents, 
laboratory animals and biological materials. Yet, customs regulations in the field of 
biotechnology are raising more and more questions from scientists. Passing customs 
control takes up a lot of time, energy and funds. Can these bureaucratic procedures be 
simplified for the international transportation of goods for scientific research? 

the 21st century is the century of 
biotechnology; these technolo-
gies are the foundation for the 

6th technological stage. the importance 
of this field of knowledge for the devel-
opment of modern society is understood 
by the government: living systems tech-
nologies were deemed priorities in sci-
entific and technical development in 
2002 and 2006; a presidential moderni-
zation committee has designated medi-
cal technology as one of the five priori-
ties in economic development; the FtP 
(Federal target Program) research and 
Development in Priority Fields for the 
Development of the russian Scientific 
and technological complexes in the 
years 2007-2012 and the field of Living 
systems are among the leading fields in 
the country. More than 30% of funds in 
this program are directed into this par-
ticular field.

It is clear that as the government 
favors this field of knowledge among 
others, it needs to create specific work 
conditions that will promote effective 
usage of the funds of scientific organi-
zations and the time of their employees. 
If such a requirement is not met, then 
hardly any results adequate to the al-
located funds can be expected. Work 
environment issues are precisely the 
ones that hamper the work of russian 
life sciences researchers most of all. One 
of the most annoying problems is cus-
toms barriers, which prevent russian 
science from integrating the worldwide 
network of scientific and agricultural 

interactions. In the words of corre-
sponding rAS member Alexander Ga-
bibov, an “artificial iron curtain” seems 
to have been put in place. An interna-
tional parcel can seldom pass through 
customs on time and legally, and for a 
reasonable amount of money. 

For instance, if you engage the serv-
ices of a company which specializes in 
shipping equipment, reagents, and oth-
er goods, then the cost of the goods (and 
these can be very expensive materi-
als) increases approximately 2.5-3 fold. 
under these conditions, all the work 
needed to clear customs control is out-
sourced by the scientific organization. 
Obviously, this path is seldom chosen, 
as purchasing of equipment and rea-
gents takes up from 10 to 50% of grant 
money as it is. Most often, scientists go 
through customs themselves or engage 
the services of a shipping company. In 
the latter case, not only do you have to 
pay for the shipping company’s services 
and customs duties, but also to collect 
the appropriate documentation which 
is needed to pass customs. For instance, 
shipment by DHL requires the follow-
ing:
– a letter requiring the release of the 
shipment; 
– a translation of the invoice into rus-
sian;
– a detailed description of the goods;
– a copy of the free release agreement 
between the sender and the recipient;
– registration with the Sheremetyevo 
or Moscow customs Office (this can be 

done by DHL using the provided docu-
mentation); 
– approval documents, the number of 
which depends on the specific code of 
the goods to be imported. the code is se-
lected based on the detailed description 
(permission from the Ministry of Health 
and Social Development or a veterinary 
certificate may be needed, depending 
on the description). 

Importing biological materials for 
scientific research requires permission 
from the Ministry of Health and Social 
Development and the government’s 
Drug control Department, and these 
papers are very difficult to obtain and 
take up a large amount of time (the list 
of documents requested is shown in ap-
pendix 1.2).

the amount to be paid in customs 
duties is calculated according to the fol-
lowing guidelines:
– the import customs duty ranges from 
0%-20% (depending on the code of the 
goods) of the customs value of the goods 
(the customs value is the price of the 
goods according to the invoice + ship-
ping); 
– VAt of 18% of the customs value + 
customs duty; 
– the minimal customs duty for a cor-
poration or any other legal entity is 500 
rubles;
– the minimum price charged for bro-
ker services is 7,000 rubles (without 
VAt; it is a standard tariff if the goods 
will be shipped via the DHL express 
network with doorstep delivery), and 
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the amount also depends on the need 
for additional services.

In theory, a shipment can be proc-
essed without professional assistance; 
however, customs services do not 
give consultations on the telephone. 
You need to show up and to present a 
10-digit code for the goods in question 
(which is pretty difficult to figure out 
on one’s own) in order to get the com-
plete documentation package. Here, 
more difficulties await an applicant on 
his journey as an unassisted customs 
check:

– the longest delays usually occur 
when obtaining the so-called “refusal 
letters” issued by five government de-
partments: the Ministry of Health and 
Social Development, Ministry of Agri-
culture, Governmental Drug control 
Department, russian technical Su-

pervision Department, and the Federal 
technical and export control Depart-
ment. the letters must acknowledge 
that the imported goods are not listed as 
medical or veterinary drugs, narcotic or 
potent drugs, dangerous waste or dual-
use goods, and that they do not require 
certification or licensing. Obtaining this 
type of documentation can take up to 
2-3 months.

– combersome customs declaration 
process.

– currently, because of the ill-con-
ceived set of customs codes, the legal 
import of animals and biomaterials 
into the country is very difficult. this 
includes cell lines, DnA (such as plas-
mids), and bacteria. the nomenclature 
also lacks many of the biomaterial types 
which are commonly used in scientific 
research. 

– customs duties are not designed 
to tell the difference between goods 
shipped for sale or for scientific re-
search. Because of this, scientists need 
to prepare lots of documentation that 
confirms their “good intentions.”

Getting only one permission from 
the Ministry of Health and Social De-
velopment, which is valid for 30 days, 
requires an extensive package of docu-
ments (see more in Appendix 1), which 
includes a permission from the perma-
nent committee on drug control for the 
export (import) of biological materials 
(the list of documents for a review of 
this committee is presented in Appen-
dix 2). 

– Moreover, it must be noted that 
some types of biological materials may 
spoil if the transportation and storage 
requirements in the customs storage 

Svetlana Senotrusova, Doctor of Bio-
logical Sciences, Professor at the Organi-
zation of Customs Control department at 
the Russian Customs Academy. 

Are the difficulties in the import of 
compounds needed for scientific re-
search warranted in your opinion?  
– I think that the existing procedures for 
customs regulation of the import of chemi-
cal reagents are to some extent war-
ranted, since this is a special group of goods which can be ex-
tremely poisonous. Separating the import of goods for scientific 
purposes and for other needs may be a difficult task, since most 
of the import is accomplished by intermediary companies. 

Spokespeople from the scientific community have been talk-
ing about the need for a single code (3822 00 000 0) for goods 
used only for research and development purposes, which is by 
the way how it is done in Europe and the USA . Why does not 
Russia introduce a single code for this group of goods? 

– Group 3822 000000 includes reagents for diagnostics or 
laboratory use mounted on a support sheet, ready-made di-
agnostic or laboratory-use reagents with or without a support 
sheet, excluding goods which fall under the 3002 and 3006 
categories; certified etalon materials. Goods that fall under 
this category are indeed not import-restricted. But even this 
category is burdened by the need for a number of supporting 
documents. But two other large groups of goods, which include 
organic and inorganic chemical compounds, rare-earth metals, 
radioactive elements and their isotopes cannot be folded into 
the 3822 group, since this may be harmful to national security. 
The majority of these chemicals and compounds require the use 
of nontariff means of control. A thorough diversification of the 
goods in groups 28, 29, and 38 of the Goods Nomenclature for 
the Foreign Trade is required.

The nomenclature lacks classification for many types of bio-
logical materials used in scientific research . Here is an example: 

a plasmid with all the required support documentation was sent 
from La Sapienza University in Rome via TNT express-mail . How-
ever, customs officials could not find the appropriate code and 
thus had to send the plasmid back to Rome .

– Of course the nomenclature lacks classifications for some 
types of biomaterial used in scientific research; this is not news, 
since science develops much faster than changes in the No-
menclature can be made. Declaration of such goods requires a 
qualified approach, especially from a foreign economic entity, a 
customs control specialist, or a broker. Unfortunately, the quali-
fication of experts in the customs control of special-group goods 
is currently insufficient. Indeed, the declaring entity has priority 
in establishing the code of the goods and thus the amount to be 
paid in customs duties, and customs authorities only oversee 
this process. In the case of the returned plasmid, the mistake 
was due to the declarant and the customs broker. Such situa-
tions do no occur very often.

What changes should be made to the statutes to simplify cus-
toms control for research purposes?

My view is that optimizing customs duties which involve rea-
gents for scientific research would be effective, since this will not 
affect the fiscal functions of the customs tariff of the Customs Au-
thorities but will promote the development of science in Russia. 
Another import-optimization issue may be reducing the number 
of importers of these types of products; however, exemptions 
or simplifications of customs control procedures are out of the 
question. 

Goods which can easily spoil are prioritized during customs 
control. These goods include living animals and the like (art. 67 
of the Russian Customs Code). This prioritization must be care-
fully used. 

Changes in the legislation aimed at the simplification of the 
export and import of goods used in scientific research require 
very thorough substantiation, which in turn requires significant, 
time-consuming work. We are working on this issue, but the 
problem is a difficult one. 
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facility are not observed (for instance 
cell lines need to be stored in dry ice or 
at -80°С).

As we can see, obtaining materials 
for scientific research takes months, lots 
of efforts, and a large amount of funds. 

We were unsuccessful in trying to 
play this game on our own; i.e., trying 
to pass customs control without assist-
ance, and we could not get any broker 
or company to agree to do their job in 
the presence of reporters by the time 
this issue went to print, even though 
we did have preliminary arrangements. 
We also could not get any answers from 
the Federal customs Authorities, who 
claimed to be busy with signing the 
customs Agreement between rus-
sia and Kazakhstan, and thus declined 
to comment. In short, all our attempts 
to prepare an objective article on the 
customs control of biological materials 
were very much reminiscent of the sto-
ries of the scientists who attempted to 
get their materials through customs. 

However, we were able to find some-
one with a different opinion. Prominent 
lawyer Sergei Zhorin says that most of 
the problems associated with customs 
control can be avoided if “the perfor-
mance of the appropriate tasks is not 
procrastinated.” “Scientific research is 

usually conducted according to a plan, 
which means that а) knowing that cer-
tain materials will be needed during 
the following 3-6 months, one needs 
to consult customs authorities on the 
documentation needed for successful 
customs processing; b) the appropriate 
documents can be obtained at a rea-
sonable pace with no rush; c) the goods 
should be pre-declared, which means 
that a customs declaration is filed be-
fore the goods arrive on the territory of 
the russian Federation; d) after which 
the sender is notified that the recipient 
is ready to receive the previously or-
dered goods. In such a case, the comple-
tion of customs formalities will not take 
a large amount of time.”

One way to ease customs formalities 
for scientists would be to assign a sin-
gle code to all the goods needed in sci-
entific research (3822 00 000 0), which 
is the case in europe and the united 
States. According to Sergei Zhorin, 
the issue of putting certain goods in 
a specific position in the Goods no-
menclature (Gn) is the sole domain of 
the Government of the russian Fed-
eration. Zhorin himself believes that 
“the current concept for developing 
the customs authorities of the russian 
Federation warrants the creation of a 

specialized customs post (or customs 
department) which would perform 
customs registration of these goods in 
the shortest possible time.”

According to customs broker Andrei 
Kirienkov, the government will proba-
bly not assign a single code to this group 
of goods, since different goods have ap-
propriate duties and customs in west-
ern countries are “much more oriented 
at targeted usage than the customs 
authorities in our country.” the main 
problem is that scientific facilities have 
no priority over any others: “Such pref-
erences need to be won as a first step. 
then some other things can be fought 
over. the Federal customs Authority 
does have a practice of granting privi-
leges and permissions, scientific institu-
tions need to team up and lobby their 
interests and solve this problem on their 
own and not put all their hopes into the 
government.”

However, in this case the govern-
ment then should not put too much 
hope into getting adequate results from 
the money it puts into biotechnology.

We thank upravlyaushaya Kompa-
nia “Bioprocess capital Partners” LLc 
and Olga Golub personally for the pre-
sented analytical materials and appen-
dices. 

Alexander Gabibov, head of the Bio-
catalysis Laboratory at the M .M . She-
myakin and Yu . A . Ovchinnikov Institute 
of Bioorganic Chemistry (IBC RAS), cor-
responding member of RAS, Doctor of 
Chemical Sciences, professor:

During Soviet times, we used to or-
der reagents from abroad a year ahead. 
Nowadays, some reagents take more 
than a year to arrive. Also, these rea-
gents cost much more after passing 
through customs than they are for users in western countries. 
How can we even discuss priorities, market development and 
progress in nano- and biotechnology when we use up to 50% 
of our grant money on purchasing equipment? Can any world-
class research take place when both animals and derivatives 
(such as human or animal blood) are virtually impossible to 
import legally? For instance, we need to transport certain 
genetic lines of mice into our Pushchino branch of IBC. We 
can only transport them as a present. However, we have to 
pay large sums of money to transport companies and customs 
authorities even for this “present.” This is why we much pre-
fer to conduct our animal experiments in our branch labora-
tories in Israel and France. This means that, even though we 
have all the technology, the administrative restrictions are so 

excruciating that we are forced to move our operations to 
western countries. Also, western researchers can transport 
animal blood, while Russian scientists need to obtain permis-
sion from the Drug Control Committee, which has to certify 
that the blood is free of narcotic compounds. But the thing is 
we carry blood in miniscule amounts, so drugs could not be 
extracted even if the blood did have drugs in it. It is unac-
ceptable to prevent us from working just because bureau-
cratically it is easier to restrict than to allow. For example, we 
need spider toxins for studying cellular electric potentials. A 
western researcher can buy these compounds after signing 
several papers that state that the toxins will be used for such 
and such purposes. A Russian researcher just cannot cross the 
border with these toxins. Also, we cannot buy any spoilable 
reagents, even though companies such as Fedex and DHL 
ship these reagents all over the world in dry ice. The reason 
for this is that Russian customs control takes so much time that 
everything will thaw before it is released. 

In order to open this “iron curtain” a whole series of leg-
islative acts needs to be drawn up and the scientific commu-
nity needs to be involved in their drafting. My opinion is that 
customs officials, who are highly qualified specialists, need to 
work on a single-window basis. Also, the veterinary service 
could be located inside the customs offices as opposed to be-
ing located in the other part of the city. 
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MInIStrY OF HeALtH  
OF tHe ruSSIAn FeDerAtIOn 

Letter
Dated October 17, 2000, n 2510/11197-32

On tHe IMPLeMentAtIOn OF A teMPOrArY 
PrOceDure FOr tHe IMPOrt (exPOrt) OF 

BIOLOGIcAL MAterIALS

this material is forwarded as a guideline and procedure 
for the temporary procedure of document review, as submit-
ted by organizations (institutions) to the Ministry of Health of 
the russian Federation, for obtaining permission for import 
into the russian Federation and export abroad of biological 
materials during the course of international scientific coop-
eration. this temporary procedure was approved on October 
12, 2000, in accordance with the Decree of the Ministry of 
Health of the russian Federation dated July 14, 2000, n 259.

this temporary procedure regulates the documentation 
process involved in the import and export of biological ma-
terials in the course of international cooperation in various 
aspects of medical science and creates a single organizational 
and methodological basis for the fulfillment of this task. 

 First Deputy Minister of Health
Of the russian Federation

 A.I. Vyalkov

 Hereby confirm
First Deputy Minister of Health

Of the russian Federation
 A.I. Vyalkov

 October 12, 2000

tHe teMPOrArY PrOceDure OF DOcuMent re-
VIeW, AS SuBMItteD BY OrGAnIZAtIOnS (InStItu-
tIOnS) tO tHe MInIStrY OF HeALtH OF tHe ruS-
SIAn FeDerAtIOn, FOr OBtAInInG PerMISSIOn FOr 
tHe IMPOrt IntO tHe ruSSIAn FeDerAtIOn AnD 
exPOrt ABrOAD OF BIOLOGIcAL MAterIALS Dur-
InG tHe cOurSe OF InternAtIOnAL ScIentIFIc cO-
OPerAtIOn.

 this temporary procedure is implemented in accordance 
with the Decree of the Ministry of Health of the russian Fed-
eration dated 07.14.2000 n 259 (art. 1.7) in order to regulate 

the issue of permissions for organizations (institutions) for 
the import into the russian Federation and export abroad of 
biological materials during the course of international scien-
tific cooperation.
I. General provisions for the drawing up of documentation by 
organizations (institutions) for the import (export) of biologi-
cal materials

1. the organization (institution) must send a petition ad-
dressed to the administration of the Ministry of Health of the 
russian Federation drafted according to the attached form 
and with the required package of documentation as listed in 
Section II of this temporary procedure.

2. notarized originals of the documents or, in specific cases, 
their copies (also notarized) must be presented. Documents 
which have more than one page must be sewn together. Doc-
uments which have not been notarized or do not have all the 
required signatures will not be accepted. Documents (agree-
ments, contracts, conventions, etc.) must be signed and have 
printed names under the signatures, and also bear clear seals 
of the involved parties. 

4. Documents must be submitted in the russian language. 
Documentation in foreign languages must have an attached 
translation signed by the head of the organization (institution) 
according to the established procedure, which also indicates 
the person who performed the translation.

5. Permissions for the export of biological materials can 
only be granted to russian organizations (institutions) which 
have the legal right to conduct scientific and/(or) technical 
research in cooperation with foreign legal entities. 

6. A permission from the Ministry of Health of the rus-
sian Federation is a single-use document and is to be ob-
tained for each instance of export (import) of biological 
materials used in the course of international scientific co-
operation and is issued to the applying organization (insti-
tution). 

7. Permission for the import (export) of biological materials 
is issued to the organization (institution) as a single copy and 
cannot be passed on to other organizations (institutions).

8. the permission document (permit) for the export (im-
port) of biological materials is valid for 30 days from the date 
set by the registration number of the Ministry of Health of 
the russian Federation.

9. the original of the permit issued by the Ministry of 
Health of the russian Federation is presented by the organi-
zation (institution) to the customs authority of the russian 
Federation at the place of registration, according to the pro-
cedure set by the national customs committee of the russian 
Federation.

10. changes in the legal status of the organization (institu-
tion), changes in the agreement (contract, convention) be-
tween the parties require a new application with a full set of 
documentation. 

11. the person who signed the documents is responsible 
for the truthfulness of the information and correctness of the 
data presented to the Ministry of Health of the russian Fed-

Appendix 1
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eration in the course of the procedure for obtaining a permit 
for the export (import) of biological materials in the course of 
international scientific cooperation, in accordance with laws 
of the russian Federation. 

12. the Ministry of health has the right to deny an organi-
zation (institution) an export (import) permit for biological 
materials in the following cases: 

12.1. Incorrect drafting of the documentation by the or-
ganization (institution).

12.2. Incomplete presentation of the required materials, 
and also failure to conform to the requirements set by this 
temporary procedure.

12.3. False or distorted information in the documentation.

II. Documents required from the organization (institution) in 
order to obtain a permit for the import (export) of biological 
materials.

1. An application from the organization (institution), draft-
ed according to the attached form.

2. Agreement [contract, convention, grant (a description of 
the grant and its main points must be included)] stipulating 
international scientific cooperation.

Scientific research performed in collaboration under inter-
governmental agreements is to be documented by a copy of the 
appropriate document or an extract, certified in due manner. 

3. corporate charter and registration documents of the ap-
plying organization (institution).

4. copies of the licenses of the parties named in the agree-
ment (convention, contract), confirming their rights to con-
duct scientific research in the biological and medical fields.

5. A conclusion from the administration of a medical in-
stitution confirming that the subjects from which the bio-
logical samples were obtained did not have any infectious 
illnesses.

6. Documents from the cooperating party which state that 
the biological materials in question will be used only for sci-
entific purposes, and that these materials will not be passed 
on to any third party without prior consent from the russian 
party named in the agreement.

note. this document must be drafted only if the above-
said condition is not addressed in the agreement (contract, 
convention).

7. A foreign party importing biological materials into the 
russian Federation must present an official letter of confir-
mation from the appropriate Health Ministry (Department) 
that the biological materials in question do not bear any in-
fectious agents, addressed to the Ministry of Health of the 
russian Federation.

8. Scientific research in the fields of infectious diseases 
(AIDS, HIV, hepatitis, etc.) must provide to the Ministry of 
Health of the russian Federation a permit (consent) of the 
appropriate Health Ministry (Department) of the country into 
which the biological materials in question will be imported.

9. Biological materials that need to be imported into the 
russian Federation to be used in scientific research in the 
field of infectious diseases must be reviewed in advance by 
the Ministry of Health of the russian Federation, which 
makes the appropriate decision.

10. A permit for the import (export) of biological materials 
from the Permanent Drug control committee.

11. reports on the conducted scientific research and a list 
of publications in russian and foreign journals.

 Head of the Medical Scientific 
research Facility control unit

S.B. tKAcHenKO

 Appendix to the temporary procedure of docu-
ment review, as submitted by organizations 

(institutions) to the Ministry of Health of the 
russian Federation, for obtaining permission 

for the import into the russian Federation and 
export abroad of biological materials during the 

course of international scientific cooperation. 
 October 12, 2000.

I. APPLIcAtIOn FrOM tHe OrGAnIZAtIOn (InStItu-
tIOn)

 1. the application must be drafted on the organization's 
(institution's) official letterhead signed by the head of the or-
ganization (institution) and have the contact telephone and 
fax numbers of the executor, together with his/her last name. 
the application must include:

 1.1. the location (country, city) and full title of the or-
ganization (institution) to which the biological materials will 
be exported in the course of international scientific coopera-
tion. 

 1.2. type of exported biological material (blood or blood 
fractions, serum, urine, spittle, other biological fluids, biopt-
ates, etc.).

 1.3. number of units for each type of biological material.
 1.4. Packaging type.
 1.5. Mode of transportation:
 а) package – mode of shipping must be described;
 b) hand carry – full name of the person to transport the 

biological material, number of his foreign passport.

II. AGreeMent (cOntrAct, cOnVentIOn)

Agreements (contracts, conventions) must have the fol-
lowing articles:

 1. Subject of the agreement.
 2. Agreement conditions.
 3. responsibilities and liabilities of the parties in the agree-

ment.
 4. results of the scientific research and their use by the 

parties.
 5. Duration of the agreement.
 6. Description of the experiments to be conducted, and 

work plans and timetables of the research should be pre-
sented as an attachment to the agreement (contract, con-
vention).
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List of documents to be submitted by the applicant for the 
expert assessment procedure in issuing a permit for the 

import/export of biological materials

A letter from the applicant to the Head of the Federal 
Agency for Healthcare and Social Development control 
(roszdravnadzor) requesting a permit for the import (export) 
of biological materials. the letter must be on the applying or-
ganization’s letterhead, indicating the address of incorpora-
tion, and signed by the head of the organization – 1 copy. 

An appendix to the above-mentioned letter with a list of the 
biological materials to be imported (exported), signed by the 
head of the organization, bearing a note from the Permanent 
Drug control committee certifying that there are no narcotic 
or psychotropic drugs or their precursors in the biological ma-
terials to be imported (exported), whose circulation is control-
led by the russian Federation (if the Appendix is more than 
one page, then each page must bear this note) – 2 copies.

A copy of the contract [agreement, convention, grant (the 
grant must be indicated by its full title and have a brief de-
scription of its main points)] on international scientific cooper-
ation, certified by the applying organization’s seal – 1 copy.

copies of the founding and registry documentation of the 
applying organization, notarized – 1 copy.

extract from the charter of the organization confirming 
that the organization is involved in research and development 

activities, notarized by the applying organization’s seal – 1 
copy.

conclusion from the administration of a healthcare institu-
tion certifying that the person(s) who provided the samples 
does (do) not carry any infectious diseases – 1 copy.

Document from the cooperating party certifying that the 
biological materials will be used only for scientific purposes 
and that they will not be passed on to third parties without 
prior permission from the russian party in the Agreement 
(this document is required if this issue is not covered in the 
contract). 

A foreign party importing biological materials into the 
russian Federation is required to supply an official confir-
mation from the appropriate Healthcare Ministry’s (Depart-
ment) that the biological materials in question do not harbor 
any infectious diseases.

In case of studies involving infectious diseases (AIDS, HIV, 
hepatitis, etc.), roszdravnadzor requires a permit (consent) 
from the appropriate Healthcare Ministry’s (Department) of 
the country into which the biological materials in question 
will be imported.

Import of biological materials for studies involving infec-
tious diseases involves a review procedure by roszdravnad-
zor, which decides whether or not to grant its consent. 

reports of the conducted scientific research and a list of 
publications in russian and foreign journals. 

Appendix 2
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ABSTRACT Induced pluripotent stem cells (iPSCs) are a new type of pluripotent cells that can be obtained by repro-
gramming animal and human differentiated cells. In this review, issues related to the nature of iPSCs are discussed 
and different methods of iPSC production are described. We particularly focused on methods of iPSC production 
without the genetic modification of the cell genome and with means for increasing the iPSC production efficiency. 
The possibility and issues related to the safety of iPSC use in cell replacement therapy of human diseases and a study 
of new medicines are considered. 
KEYWORDS cell reprogramming, induced pluripotent stem cells, directed stem cell differentiation, cell replacement 
therapy
ABBREVIATIONS ESC – embryonic stem cells, iPSCs – induced pluripotent stem cells, NSCs – neural stem cells, ASCs – 
adipose stem cells, PDFs – papillary dermal fibroblasts, CMs – cardiomyocytes, SMA – spinal muscular atrophy, SMA-
iPSCs – iPCSs derived from fibroblasts of SMA patients, GFP – green fluorescent protein, LTR – long terminal re-
peat

INDUCED PLURIPOTENCY
Pluripotent stem cells are a unique model for studying a 
variety of processes that occur in the early development of 
mammals and a promising tool in cell therapy of human dis-
eases. the unique nature of these cells lies in their capability, 
when cultured, for unlimited self-renewal and reproduction 
of all adult cell types in the course of their differentiation [1]. 
Pluripotency is supported by a complex system of signaling 
molecules and gene network that is specific for pluripotent 
cells. the pivotal position in the hierarchy of genes implicated 
in the maintenance of pluripotency is occupied by Oct4, Sox2, 
and Nanog genes encoding transcription factors [2, 3]. the 
mutual effect of outer signaling molecules and inner factors 
leads to the formation of a specific expression pattern, as well 
as to the epigenome state characteristic of stem cells. Both 
spontaneous and directed differentiations are associated with 
changes in the expression pattern and massive epigenetic 
transformations, leading to transcriptome and epigenome 
adjustment to a distinct cell type.

until recently, embryonic stem cells (eScs) were the only 
well-studied source of pluripotent stem cells. eScs are ob-
tained from either the inner cell mass or epiblast of blasto-
cysts [4–6]. A series of protocols has been developed for the 
preparation of various cell derivatives from human eScs. 
However, there are constraints for eSc use in cell replace-
ment therapy. the first constraint is the immune incompat-
ibility between the donor cells and the recipient, which can 

result in the rejection of transplanted cells. the second con-
straint is ethical, because the embryo dies during the isola-
tion of eScs. the first problem can be solved by the somatic 
cell nuclear transfer into the egg cell and then obtaining the 
embryo and eScs. the nuclear transfer leads to genome re-
programming, in which ovarian cytoplasmic factors are im-
plicated. this way of preparing pluripotent cells from certain 
individuals was called therapeutic cloning. However, this 
method is technology-intensive, and the reprogramming yield 
is very low. Moreover, this approach encounters the above-
mentioned ethic problem that, in this case, is associated with 
the generation of many human ovarian cells [7].

In 2006, the preparation of pluripotent cells by the ectopic 
expression of four genes – Oct4, Sox2, Klf4, and c-Myc – in 
both embryonic and adult murine fibroblasts was first report-
ed [8]. the pluripotent cells derived from somatic ones were 
called induced pluripotent stem cells (iPScs). using this set of 
factors (Oct4, Sox2, Klf4, and c-Myc), iPScs were prepared 
later from various differentiated mouse [9–14] and human 
[15–17] cell types. Human iPScs were obtained with a some-
what altered gene set: OCt4, SOx2, NANOg, and LiN28 [18]. 
Induced PScs closely resemble eScs in a broad spectrum of 
features. they possess similar morphologies and growth man-
ners and are equally sensitive to growth factors and signaling 
molecules. Like eScs, iPScs can differentiate in vitro into 
derivatives of all three primary germ layers (ectoderm, mes-
oderm, and endoderm) and form teratomas following their 
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subcutaneous injection into immunodeficient mice. Murine 
iPScs injected into blastocysts are normally included in the 
development to yield animals with a high degree of chimer-
ism. Moreover, murine iPScs, when injected into tetraploid 
blastocycts, can develop into a whole organism [19, 20]. thus, 
an excellent method that allows the preparation of pluripo-
tent stem cells from various somatic cell types while bypass-
ing ethical problems has been uncovered by researchers.

THE PROBLEM OF IPSC PRODUCTION EFFICIENCY AND 
APPLICATION SAFETY IN CELL REPLACEMENT THERAPY
In the first works on murine and human iPSc production, 
either retro- or lentiviral vectors were used for the delivery 
of Oct4, Sox2, Klf4, and c-Myc genes into somatic cells. the 
efficiency of transduction with retroviruses is high enough, 
although it is not the same for different cell types. retroviral 
integration into the host genome requires a comparatively 
high division rate, which is characteristic of the relatively 
narrow spectrum of cultured cells. Moreover, the transcrip-
tion of retroviral construct under the control of a promoter 
localized in 5’Ltr (long terminal repeat) is terminated when 
the somatic cell transform switches to the pluripotent state 
[21]. this feature makes retroviruses attractive in iPSc pro-
duction. nevertheless, retroviruses possess some properties 
that make iPScs that are produced using them improper for 
cell therapy of human diseases. First, retroviral DnA is inte-
grated into the host cell genome. the integration occurs ran-
domly; i.e., there are no specific sequences or apparent logic 
for retroviral integration. the copy number of the exogenous 
retroviral DnA that is integrated into a genome may vary to 
a great extent [15]. retroviruses being integrated into the cell 
genome can introduce promoter elements and polyadenyla-
tion signals; they can also interpose coding sequences, thus 
affecting transcription. Second, since the transcription level 
of exogenous Oct4, Sox2, Klf4, and c-Myc in the retroviral 
construct decreases with cell transition into the pluripotent 
state, this can result in a decrease in the efficiency of the sta-
ble iPSc line production, because the switch from the exog-
enous expression of pluripotency genes to their endogenous 
expression may not occur. third, some studies show that the 
transcription of transgenes can resume in the cells derived 
from iPScs [22]. the high probability that the ectopic Oct4, 
Sox2, Klf4, and c-Myc gene expression will resume makes 
it impossible to apply iPScs produced with the use of ret-
roviruses in clinical trials; moreover, these iPScs are hardly 
applicable even for fundamental studies on reprogramming 
and pluripotency principles. Lentiviruses used for iPSc pro-
duction can also be integrated into the genome and maintain 
their transcriptional activity in pluripotent cells. One way to 
avoid this situation is to use promoters controlled by exog-
enous substances added to the culture medium, such as tet-
racycline and doxycycline, which allows the transgene tran-
scription to be regulated. iPScs are already being produced 
using such systems [23].

Another serious problem is the gene set itself that is used 
for the induction of pluripotency [22]. the ectopic transcrip-
tion of Oct4, Sox2, Klf4, and c-Myc can lead to neoplastic de-
velopment from cells derived from iPScs, because the ex-
pression of Oct4, Sox2, Klf4, and c-Myc genes is associated 
with the development of multiple tumors known in oncoge-

netics [22, 24]. In particular, the overexpression of Oct4 causes 
murine epithelial cell dysplasia [25], the aberrant expression 
of Sox2 causes the development of serrated polyps and mu-
cinous colon carcinomas [26], breast tumors are character-
ized by elevated expression of Klf4 [27], and the improper 
expression of c-Myc is observed in 70% of human cancers [28]. 
tumor development is oberved in ~50% of murine chimeras 
obtained through the injection of retroviral iPScs into blas-
tocysts, which is very likely associated with the reactivation 
of exogenous c-Myc [29, 30].

Several possible strategies exist for resolving the above-
mentioned problems:

the search for a less carcinogenic gene set that is necessary • 
and sufficient for reprogramming;
the minimization of the number of genes required for re-• 
programming and searching for the nongenetic factors fa-
cilitating it;
the search for systems allowing the elimination of the ex-• 
ogenous DnA from the host cell genome after the repro-
gramming;
the development of delivery protocols for nonintegrated • 
genetic constructs;
the search for ways to reprogram somatic cells using re-• 
combinant proteins.

POSSIBLE GENE SUBSTITUENTS FOR c-Myc 
AND KLf4 IN IPSC PREPARATION
the ectopic expression of c-Myc and Klf4 genes is the most 
dangerous because of the high probability that malignant tu-
mors will develop [22]. Hence the necessity to find other genes 
that could substitute c-Myc and Klf4 in iPSc production. It 
has been reported that these genes can be successfully substi-
tuted by NANOg and LiN28 for reprogramming human so-
matic cells [18]. iPScs were prepared from murine embryonic 
fibroblasts by the overexpression of Oct4 and Sox2, as well as 
the Esrrb gene encoding the murine orphan nuclear receptor 
beta. It has already been shown that Esrrb, which acts as a 
transcription activator of Oct4, Sox2, and Nanog, is necessary 
for the self-renewal and maintenance of the pluripotency of 
murine eScs. Moreover, Esrrb can exert a positive control 
over Klf4. thus, the genes causing elevated carcinogenicity of 
both iPScs and their derivatives can be successfully replaced 
with less dangerous ones [31].

MEANS FOR INCREASING THE PRODUCTION 
EFFICIENCY OF IPSCS 

The Most Effectively Reprogrammed Cell Lines
Murine and human iPScs can be obtained from fibroblasts 
using the factors Oct4, Sox2, and Klf4, but without c-Myc. 
However, in this case, reprogramming decelerates and an es-
sential shortcoming of stable iPSc clones is observed [32, 33]. 
the reduction of a number of necessary factors without any 
decrease in efficiency is possible when iPScs are produced 
from murine and human neural stem cells (nScs) [12, 34, 35]. 
For instance, iPScs were produced from nScs isolated from 
adult murine brain using two factors, Oct4 and Klf4, as well 
as even Oct4 by itself [12, 34]. Later, human iPScs were pro-
duced by the reprogramming of fetal nScs transduced with 
a retroviral vector only carrying OCt4 [35]. It is most likely 
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that the irrelevance of Sox2, Klf4, and c-Myc is due to the 
high endogenous expression level of these genes in nScs.

Successful reprogramming was also achieved in experi-
ments with other cell lines, in particular, melanocytes of neu-
roectodermal genesis [36]. Both murine and human melano-
cytes are characterized by a considerable expression level 
of the Sox2 gene, especially at early passages. iPScs from 
murine and human melanocytes were produced without 
the use of Sox2 or c-Myc. However, the yield of iPSc clones 
produced from murine melanocytes was lower (0.03% with-
out Sox2 and 0.02% without c-Myc) in comparison with that 
achieved when all four factors were applied to melanocytes 
(0.19%) and fibroblasts (0.056%). A decreased efficiency with-
out Sox2 or c-Myc was observed in human melanocyte repro-
gramming (0.05% with all four factors and 0.01% without ei-
ther Sox2 or c-Myc). All attempts to obtain stable iPSc clones 
in the absence of both Sox2 and c-Myc were unsuccessful [36]. 
thus, the minimization of the number of factors required for 
iPSc preparation can be achieved by choosing the proper so-
matic cell type that most effectively undergoes reprogram-
ming under the action of fewer factors, for example, due to 
the endogenous expression of “pluripotency genes.” However, 
if human iPScs are necessary, these somatic cells should be 
easily accessible and well-cultured and their method of isola-
tion should be as noninvasive as possible.

One of these cell types can be adipose stem cells (AScs). 
this is a heterogeneous group of multipotent cells which can 
be relatively easily isolated in large amounts from adipose 
tissue following liposuction. Human iPScs were successfully 
produced from AScs with a twofold reprogramming rate and 
20-fold efficiency (0.2%), exceeding those of fibroblasts [37].

However, more accessible resources for the effective pro-
duction of human iPScs are keratinocytes. When compared 
with fibroblasts, human iPSc production from keratinocytes 
demonstrated a 100-fold greater efficiency and a twofold 
higher reprogramming rate [38].

It has recently been found that the reprogramming of mu-
rine papillary dermal fibroblasts (PDFs) into iPScs can be 
highly effective with the overexpression of only two genes, 
Oct4 and Klf4, inserted into retroviral vectors [39]. PDFs are 
specialized cells of mesodermal genesis surrounding the stem 
cells of hair follicles. One characteristic feature of these cells 
is the endogenous expression of Sox2, Klf4, and c-Myc genes, 
as well as the gene-encoding alkaline phosphatase, one of the 
murine and human eSc markers. PDFs can be easily separat-
ed from other cell types by FAcS (fluorescence-activated cell 
sorting) using life staining with antibodies against the surface 
antigens characteristic of one or another cell type. the PDF 
reprogramming efficiency with the use of four factors (Oct4, 
Sox2, Klf4, and c-Myc) retroviral vectors is 1.38%, which is 
1,000-fold higher than the skin fibroblast reprogramming ef-
ficiency in the same system. reprogramming PDFs with two 
factors, Oct4 and Klf4, yields 0.024%, which is comparable 
to the efficiency of skin fibroblast reprogramming using all 
four factors. the efficiency of PDF reprogramming is com-
parable with that of nScs, but PDF isolation is steady and 
far less invasive [39]. It seems likely that human PDF lines 
are also usable, and this cell type may appear to be one of the 
most promising for human iPSc production in terms of phar-
macological studies and cell replacement therapy. the use of 

such cell types undergoing more effective reprogramming, 
together with methods providing the delivery of “pluripo-
tency genes” without the integration of foreign DnA into the 
host genome and chemical compounds increasing the repro-
gramming efficiency and substituting some factors required 
for reprogramming, is particularly relevant.

Chemical Compounds Increasing Cell Reprogramming Ef-
ficiency
As was noted above, the minimization of the factors used for 
reprogramming decreases the efficiency of iPSc production. 
nonetheless, several recent studies have shown that the use 
of genetic mechanisms, namely, the initiation of ectopic 
gene expression, can be substituted by chemical compounds, 
most of them operating at the epigenetic level. For instance, 
BIx-01294 inhibiting histone methyltransferase G9a allows 
murine fibroblast reprogramming using only two factors, 
Oct4 and Klf4, with a fivefold increased yield of iPSc clones 
in comparison with the control experiment without BIx-
01294 [40]. BIx-01294 taken in combination with another 
compound can increase the reprogramming efficiency even 
more. In particular, BIx-01294 plus BayK8644 elevated the 
yield of iPcSs 15 times, and BIx-01294 plus rG108 elevated 
it 30 times when only two reprogramming factors, Oct4 and 
Klf4, were used. rG108 is an inhibitor of DnA methyltrans-
ferases, and its role in reprogramming is apparently in ini-
tiating the more rapid and effective demethylation of pro-
moters of pluripotent cell-specific genes, whereas BayK8644 
is an antagonist of L-type calcium channels, and its role in 
reprogramming is not understood very well [40]. However, 
more considerable results were obtained in reprogramming 
murine nScs. the use of BIx-01294 allowed a 1.5-fold in-
crease in iPSc production efficiency with two factors, Oct4 
and Klf4, in comparison with reprogramming with all four 
factors. Moreover, BIx-01294 can even substitute Oct4 in 
the reprogramming of nScs, although the yield is very 
low [41]. Valproic (2-propylvaleric) acid inhibiting histone 
deacetylases can also substitute c-Myc in reprogramming 
murine and human fibroblasts. Valproic acid (VPA) increas-
es the reprogramming efficiency of murine fibroblasts 50 
times, and human fibroblasts increases it 10–20 times when 
three factors are used [42, 43]. Other deacetylase inhibitors, 
such as tSA (trichostatin A) and SAHA (suberoylanilide hy-
roxamic acid), also increase the reprogramming efficiency. 
tSA increases the murine fibroblast reprogramming effi-
ciency 15 times, and SAHA doubles it when all four factors 
are used [42]. Besides epigenetic regulators, the substances 
inhibiting the protein components of signaling pathways im-
plicated in the differentiation of pluripotent cells are also 
applicable in the substitution of reprogramming factors. In 
particular, inhibitors of MeK and GSK3 kinases (PD0325901 
and cHIr99021, respectively) benefit the establishment of 
the complete and stable pluripotency of iPScs produced 
from murine nScs using two factors, Oct4 and Klf4 [41, 
44].

It has recently been shown that antioxidants can consider-
ably increase the efficiency of somatic cell reprogramming. 
Ascorbic acid (vitamin c) can essentially influence the effi-
ciency of iPSc production from various murine and human 
somatic cell types [45]. the transduction of murine embry-
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onic fibroblasts (meFs) with retroviruses carrying the Oct4, 
Sox2, and Klf4 genes results in a significant increase in the 
production level of reactive oxygen species (rOS) compared 
with that of both control and efs tranduced with Oct4, Sox2, 
c-Myc, and Klf4. In turn, the increase in the rOS level caus-
es accelerated aging and apoptosis of the cell, which should 
influence the efficiency of cell reprogramming. By testing 
several substances possessing antioxidant activity such as vi-
tamin B1, sodium selenite, reduced glutathione, and ascorbic 
acid, the authors have found that combining these substances 
increases the yield of GFP-positive cells in eF reprogramming 
(the gfp gene was under the control of the Oct4 gene pro-
moter). the use of individual substances has shown that only 
ascorbate possesses a pronounced capability to increase the 
level of GFP-positive cells, although other substances keep 
their rOS-decreasing ability. In all likelihood, this feature of 
ascorbates is not directly associated with its antioxidant ac-
tivity [45]. the score of GFP-positive iPSc colonies expressing 
an alkaline phosphatase has shown that the efficiency of iPSc 
production from meFs with three factors (Oct4, Sox2, and 
Klf4) can reach 3.8% in the presence of ascorbate. When all 
four factors (Oct4, Sox2, Klf4, and c-Myc) are used together 
with ascorbate, the efficiency of iPSc production may reach 
8.75%. A similar increase in the iPSc yield was also observed 
in the reprogramming of murine breast fibroblasts; i.e., the 
effect of vitamin c is not limited by one cell type. Moreover, 
the effect of vitamin c on the reprogramming efficiency is 
more profound than that of the deacetylase inhibitor valproic 
(2-propylvaleric) acid. the mutual effect of ascorbate and 
valproate is additive; i.e., these substances have different ac-
tion mechanisms. Moreover, vitamin c facilitates the transi-
tion from pre-iPScs to stable pluripotent cells. this feature is 
akin to the effects of PD0325901 and cHIr99021, which are 
inhibitors of MeK and GSK3 kinases, respectively. this effect 
of vitamin c expands to human cells as well [45]. Following 
the transduction of human fibroblasts with retroviruses car-
rying Oct4, Sox2, Klf4, and c-Myc and treatment with ascor-
bate, the authors prepared iPScs with efficiencies reaching 
6.2%. the reprogramming efficiency of AScs under the same 
conditions reached 7.06%. the mechanism of the effect that 
vitamin c has on the reprogramming efficiency is not known 
in detail. nevertheless, the acceleration of cell proliferation 
was observed at the transitional stage of reprogramming. the 
levels of the p53 and p21 proteins decreased in cells treated 
with ascorbate, whereas the DnA repair machinery worked 
properly [45]. It is interesting that an essential decrease in the 
efficiency of iPSc production has been shown under the ac-
tion of processes initiated by p53 and p21 [46–50].

METHODS FOR IPSC PRODUCTION WITHOUT 
MODIFICATION OF THE CELL GENOME
As was mentioned above, for murine and human iPSc pro-
duction, both retro- and lentiviruses were initially used as 
delivery vectors for the genes required for cell reprogram-
ming. the main drawback of this method is the uncontrolled 
integration of viral DnA into the host cell’s genome. Several 
research groups have introduced methods for delivering 
“pluripotency genes” into the recipient cell which either do 
not integrate allogenic DnA into the host genome or elimi-
nate exogenous genetic constructs from the genome.

Cre-loxP-Mediated Recombination
to prepare iPScs from patients with Parkinson’s disease, 
lentiviruses were used, the proviruses of which can be re-
moved from the genome by Cre-recombinase. to do this, the 
loxP-site was introduced into the lentiviral 3’Ltr-regions 
containing separate reprogramming genes under the control 
of the doxycycline-inducible promoter. During viral repli-
cation, loxP was duplicated in the 5’Ltr of the vector. As a 
result, the provirus integrated into the genome was flanked 
with two loxP-sites. the inserts were eliminated using the 
temporary transfection of iPScs with a vector expressing 
Cre-recombinase [51].

In another study, murine iPScs were produced using a 
plasmid carrying the Oct4, Sox2, Klf4i, and c-Myc genes in 
the same reading frame in which individual cDnAs were sep-
arated by sequences encoding 2А peptides, and practically 
the whole construct was flanked with loxP-sites [52]. the use 
of this vector allowed a notable decrease in the number of 
exogenous DnA inserts in the host cell’s genome and, hence, 
the simplification of their following excision [52]. It has been 
shown using lentiviruses carrying similar polycistronic con-
structs that one copy of transgene providing a high expression 
level of the exogenous factors Oct4, Sox2, Klf4, and c-Myc is 
sufficient for the reprogramming of differentiated cells into 
the pluripotent state [53, 54].

the drawback of the Cre-loxP-system is the incomplete ex-
cision of integrated sequences; at least the loxP-site remains in 
the genome, so the risk of insertion mutations remains.

Plasmid Vectors
the application of lentiviruses and plasmids carrying the 
loxP-sites required for the elimination of transgene con-
structs modifies, although insignificantly, the host cell’s 
genome. One way to avoid this is to use vector systems that 
generally do not provide for the integration of the whole 
vector or parts of it into the cell’s genome. One such system 
providing a temporary transfection with polycistronic plas-
mid vectors was used for iPSc production from meFs [29]. A 
polycistronic plasmid carrying the Oct4, Sox2, and Klf4 gene 
cDnAs, as well as a plasmid expressing c-Myc, was trans-
fected into meFs one, three, five, and seven days after their 
primary seeding. Fibroblasts were passaged on the ninth day, 
and the iPSc colonies were selected on the 25th day. Seven 
out of ten experiments succeeded in producing GFP-positive 
colonies (the gfp gene was under the control of the Nanog 
gene promoter). the iPScs that were obtained were similar 
in their features to murine eScs and did not contain inserts of 
the used DnA constructs in their genomes. therefore, it was 
shown that wholesome murine iPScs that do not carry trans-
genes can be reproducibly produced, and that the temporary 
overexpression of Oct4, Sox2, Klf4, and c-Myc is sufficient for 
reprogramming. the main drawback of this method is its low 
yield. In ten experiments the yield varied from 1 to 29 iPSc 
colonies per ten million fibroblasts, whereas up to 1,000 colo-
nies per ten millions were obtained in the same study using 
retroviral constructs [29].

Episomal Vectors
Human iPScs were successfully produced from skin fibrob-
lasts using single transfection with polycistronic episomal 
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constructs carrying various combinations of Oct4, Sox2, Na-
nog, Klf4, c-Myc, Lin28, and SV40Lt genes. these constructs 
were designed on the basis of the oriP/eBnA1 (epstein-Barr 
nuclear antigen-1) vector [55]. the oriP/eBnA1 vector con-
tains the IreS2 linker sequence allowing the expression of 
several individual cDnAs (encoding the genes required for 
successful reprogramming in this case) into one polycistronic 
mrnA from which several proteins are translated. the oriP/
eBnA1 vector is also characterized by low-copy representa-
tion in the cells of primates and can be replicated once per cell 
cycle (hence, it is not rapidly eliminated, the way common 
plasmids are). under nonselective conditions, the plasmid 
is eliminated at a rate of about 5% per cell cycle [56]. In this 
work, the broad spectrum of the reprogramming factor com-
binations was tested, resulting in the best reprogramming 
efficiency with cotransfection with three episomes containing 
the following gene sets: Oct4 + Sox2 + Nanog + Klf4, Oct4 + 
Sox2 + SV40Lt + Klf4, and c-Myc + Lin28. SV40Lt (SV40 
large t gene) neutralizes the possible toxic effect of с-Мус 
overexpression [57]. the authors have shown that wholesome 
iPScs possessing all features of pluripotent cells can be pro-
duced following the temporary expression of a certain gene 
combination in human somatic cells without the integration 
of episomal DnA into the genome. However, as in the case 
when plasmid vectors are being used, this way of reprogram-
ming is characterized by low efficiency. In separate experi-
ments the authors obtained from 3 to 6 stable iPSc colonies 
per 106 transfected fibroblasts [55]. Despite the fact that skin 
fibroblasts are well-cultured and accessible, the search for 
other cell types which are relatively better cultured and more 
effectively subject themselves to reprogramming through 
this method is very likely required. Another drawback of the 
given system is that this type of episome is unequally main-
tained in different cell types.

PiggyBac-Transposition
One promising system used for iPSc production without any 
modification of the host genome is based on DnA transposons. 
So-called PiggyBac-transposons containing 2А-linkered re-
programming genes localized between the 5’- and 3’-terminal 
repeats were used for iPSc production from fibroblasts. the 
integration of the given constructs into the genome occurs 
due to mutual transfection with a plasmid encoding trans-
posase. Following reprogramming due to the temporary ex-
pression of transposase, the elimination of inserts from the 
genome took place [58, 59]. One advantage of the PiggyBac 
system on Cre-loxP is that the exogenous DnA is completely 
removed [60].

However, despite the relatively high efficiency of exog-
enous DnA excision from the genome by PiggyBac-transpo-
sition, the removal of a large number of transposon copies is 
hardly achievable.

Nonintegrating Viral Vectors
Murine iPScs were successfully produced from hepatocytes 
and fibroblasts using four adenoviral vectors nonintegrating 
into the genome and carrying the Oct4, Sox2, Klf4, and c-
Myc genes. An analysis of the obtained iPScs has shown that 
they are similar to murine eScs in their properties (teratoma 
formation, gene promoter DnA methylation, and the expres-

sion of pluripotent markers), but they do not carry insertions 
of viral DnA in their genomes [61]. Later, human fibroblast-
derived iPScs were produced using this method [62].

the authors of this paper cited the postulate that the use 
of adenoviral vectors allows the production of iPScs, which 
are suitable for use without the risk of viral or oncogenic ac-
tivity. Its very low yield (0.0001–0.001%), the deceleration of 
reprogramming, and the probability of tetraploid cell forma-
tion are the drawbacks of the method. not all cell types are 
equally sensitive to transduction with adenoviruses.

Another method of gene delivery based on viral vectors 
was recently employed for the production of human iPScs. 
the sendai-virus (SeV)-based vector was used in this case 
[63]. SeV is a single-stranded rnA virus which does not mod-
ify the genome of recipient cells; it seems to be a good vector 
for the expression of reprogramming factors. Vectors contain-
ing either all “pluripotency factors” or three of them (without 
с-Мус) were used for reprogramming the human fibroblast. 
the construct based on SeV is eliminated later in the course 
of cell proliferation. It is possible to remove cells with the inte-
grated provirus via negative selection against the surface Hn 
antigen exposed on the infected cells. the authors postulate 
that reprogramming technology based on SeV will enable the 
production of clinically applicable human iPScs [63].

Cell Transduction with Recombinant Proteins
Although the methods for iPSc production without gene 
modification of the cell’s genome (adenoviral vectors, plasmid 
gene transfer, etc.) are elaborated, the theoretical possibility 
for exogenous DnA integration into the host cell’s genome 
still exists. the mutagenic potential of the substances used 
presently for enhancing iPSc production efficiency has not 
been studied in detail. Fully checking iPSc genomes for ex-
ogenous DnA inserts and other mutations is a difficult task, 
which becomes impossible to solve in bulk culturing of multi-
ple lines. the use of protein factors delivered into a differenti-
ated cell instead of exogenous DnA may solve this problem. 
two reports have been published to date in which murine 
and human iPScs were produced using the recombinant 
Oct4, SOx2, KLF4, and c-MYc proteins [64, 65]. the meth-
od used to deliver the protein into the cell is based on the abil-
ity of peptides enriched with basic residues (such as arginine 
and lysine) to penetrate the cell’s membrane. Murine iPScs 
were produced using the recombinant Oct4, SOx2, KLF4, 
and c-MYc proteins containing eleven c-terminal arginine 
residues and expressed in E. coli. the authors succeeded in 
producing murine iPScs during four rounds of protein trans-
duction into embryonic fibroblasts [65]. However, iPScs were 
only produced when the cells were additionally treated with 
2-propylvalerate (the deacetylase inhibitor). the same princi-
ple was used for the production of human iPScs, but protein 
expression was carried out in human HeK293 cells, and the 
proteins were expressed with a fragment of nine arginins at 
the protein c-end. researchers have succeeded in produc-
ing human iPScs after six transduction rounds without any 
additional treatment [64]. the efficiency of producing hu-
man iPSc in this way was 0.001%, which is one order lower 
than the reprogramming efficiency with retroviruses. De-
spite some drawbacks, this method is very promising for the 
production of patient-specific iPScs.
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INDUCED PLURIPOTENT STEM CELLS AS A 
MODEL FOR PATHOGENESIS STUDIES AND A 
SOURCE OF CELL REPLACEMENT THERAPY
the first lines of human pluripotent eScs were produced in 
1998 [6]. In line with the obvious fundamental importance 
of embryonic stem cell studies with regard to the multi-
ple processes taking place in early embryogenesis, much 
of the interest of investigators is associated with the pos-
sibility of using eScs and their derivatives as models for 
the pathogenesis of human diseases, new drugs testing, 
and cell replacement therapy. Substantial progress is being 
achieved in studies on directed human eSc differentiation 
and the possibility of using them to correct degenerative 
disorders. Functional cell types, such as motor dopaminer-
gic neurons, cardiomyocytes, and hematopoietic cell pro-
genitors, can be produced as a result of eSc differentiation. 
these cell derivatives, judging from their biochemical and 

physiological properties, are potentially applicable for the 
therapy of cardiovascular disorders, nervous system dis-
eases, and human hematological disorders [66]. Moreover, 
derivatives produced from eScs have been successfully 
used for treating diseases modeled on animals. therefore, 
blood-cell progenitors produced from eScs were success-
fully used for correcting immune deficiency in mice. Visual 
functions were restored in blind mice using photoreceptors 
produced from human eScs, and the normal functioning 
of the nervous system was restored in rats modeling Par-
kinson’s disease using the dopaminergic neurons produced 
from human eScs [67–70]. Despite obvious success, the 
full-scale application of eScs in therapy and the modeling 
of disorders still carry difficulties, because of the necessity 
to create eSc banks corresponding to all HLA-haplotypes, 
which is practically unrealistic and hindered by technical 
and ethical problems.

Design of an experiment on repairing the mutant phenotype in mice modeling sickle cell anemia development [2]. Fibroblasts isolated 
from the tail of a mouse (1) carrying a mutant allele of the gene encoding the human hemoglobin β-chain (hβs) were used for iPSC 
production (2). The mutation was then repaired in iPSCs by means of homological recombination (3) followed by cell differentiation 
via the embryoid body formation (4). The directed differentiation of the embryoid body cells led to hematopoietic precursor cells (5) 
that were subsequently introduced into a mouse exposed to ionizing radiation (6).

hβS/ hβS fibroblasts

Transduction with retroviral vector 
(Oct4, Sox2, Klf4, c-Myc)

hβS/ hβS iPSCs

hβS/ hβS iPSCs

hβS/ hβS iPSCs

Repairing defect 
of the hβS gene

Differentiation

Embryoid bodies

Hematopoietic precursor 
cells

5

6

1

2

3

4
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Table. iPSC lines produced by reprogramming somatic cells from patients with various diseases

Disease causative factor reprogrammed cell type Means of reprogramming ref. 
no

Adenosine deami-
nase deficiency

replacement of GGG with AGG in 
exon 7 resulting in G216r substitution 
or deletion of GAAGA in exon 10 of the 

ADA (adenosine deaminase) gene

Skin fibroblasts, karyotype 
46,xY

transduction with retroviruses carrying the 
OCt4, SOx2, KLF4, and c-MYC cDnAs [91]

type 3 Gaucher’s 
disease

replacement of AAc with AGc in exon 
9 or insertion of G at position 84 of the 
gBA (β-acid glucosidase) gene cDnA

Skin fibroblasts, karyotype 
46,xY

transduction with retroviruses carrying the 
OCt4, SOx2, KLF4, and c-MYC cDnAs [91]

Duchenne muscu-
lar dystrophy

Deletion of exons 45-52 of the DMD 
(dystrophin) gene

Skin fibroblasts, karyotype 
46,xY

transduction with retroviruses carrying the 
OCt4, SOx2, KLF4, and c-MYC cDnAs [91]

Becker muscular 
dystrophy unidentified mutation in the DMD gene Skin fibroblasts, karyotype 

46,xY
transduction with retroviruses carrying the 

OCt4, SOx2, KLF4, and c-MYC cDnAs [91]

Down syndrome trisomy of chromosome 21 Skin fibroblasts, karyotype 
47,xY,+21

transduction with retroviruses carrying the 
OCt4, SOx2, KLF4, and c-MYC cDnAs [91]

Parkinson’s 
disease Multifactorial disease

Skin fibroblasts, karyotype 
46,xY 

transduction with retroviruses carrying the 
OCt4, SOx2, KLF4, and c-MYC cDnAs [91]

Fibroblasts; the age of the 
patient at the moment of 
biopsy was 53–85 years, 
karyotypes: 46,xY (six 

lines) and 46,xx (one line)

transduction with lentiviruses carrying the 
OCt4, SOx2, and KLF4 or OCt4, SOx2, 

KLF4 and c-MYC genes. Viral Ltrs contained 
LoxP sites required for the excision of the 
exogenous construct from the cell genome

[51]

Diabetes mellitus 
type 1 (juvenile 

diabetes)
Multifactorial disease Skin fibroblasts, karyotype 

46,xx
transduction with retroviruses carrying the 

OCt4, SOx2, KLF4, and c-MYC cDnAs [91]

Shwachman–
Bodian–Diamond 

syndrome

Point mutations in the SBDS 
(Shwachman–Bodian–Diamond 

Syndrome) gene

Bone marrow mesenchy-
mal cells, karyotype 46,xY

transduction with retroviruses carrying the 
OCt4, SOx2, KLF4, and c-MYC cDnAs [91]

Huntington’s 
disease

cAG repeat expansion in the 
Huntington gene from normal 11–34 

copies to 37–100 and more

Skin fibroblasts, karyotype 
46,xx

transduction with retroviruses carrying the 
OCt4, SOx2, KLF4, and c-MYC cDnAs [91]

Lesch–nyhan 
syndrome

Mutations in the HPRt (hypoxanthine-
guanine phosphoribosyltransferase) gene

Skin fibroblasts, karyotype 
46,xx 

transduction with retroviruses carrying 
the OCt4, SOx2, KLF4, and c-MYC cDnAs. 
One line was produced by transduction with 

doxycyclin-controlled lentiviral vectors 
carrying the OCt4, SOx2, KLF4, c-MYC, and 

NANOg cDnAs 

[91]

 Fibroblasts, karyotype 
46,xx

transduction with lentiviruses carrying the 
OCt4, SOx2, and KLF4 genes. Viral Ltrs 

contained LoxP sites required for the excision 
of exogenous construct from cell genome

[51]

Dyskeratosis con-
genita (Zinsser-
engman-cole 

syndrome)

Mutations in the DKC1 (Dyskeratosis 
congenita) gene 

Fibroblasts, karyotype 
46,xx

transduction with lentiviruses carrying the 
OCt4, SOx2, and KLF4 genes [51]

Spinal muscular 
atrophy

Mutations in the SMN1 (Survival Motor 
Neuron 1) gene resulting in a decreased 

level of the SMn protein

Skin fibroblasts, karyotype 
46,xY

transduction with lentiviruses carrying the 
OCt4, SOx2, NANOg, and LiN28 cDnAs [89]

Familial dysau-
tonomia

Mutation in the iKBKAP (inhibitor of 
kappa light polypeptide gene enhancer 
in B-cells; ikB kinase complex associ-

ated protein) gene resulted in shift 
splicing that generates a transcript 

lacking exon 20

Lung and skin fibroblasts, 
karyotypes 46,xx and 

46,xY

transduction with lentiviruses carrying the 
OCt4, SOx2, KLF4, and c-MYC cDnAs [90]

β-thalassemia Mutations in the HBB (haemoglobin 
beta) gene

Skin fibroblasts, karyotype 
46,xY

transduction with retroviruses carrying the 
OCt4, SOx2, KLF4, and c-MYC cDnAs [92]

Diabetes mellitus 
type 1 (juvenile 

diabetes)
Multifactorial disease Skin fibroblasts, karyotype 

46,xY
transduction with retroviruses carrying the 

OCt4, SOx2, and KLF4 cDnAs [93]

Amyotrophic 
lateral sclerosis

L144F substitution in superoxide dis-
mutase encoded by the dominant allele 
of the SOD1 (Superoxide dismutase 1) 
gene; this mutation is associated with 

slow disease progression

Skin fibroblasts, karyotype 
46,xx

transduction with retroviruses carrying the 
OCt4, SOx2, KLF4, and c-MYC cDnAs [94]

Fanconi anemia At present, 13 genes whose mutations 
cause Fanconi anemia are known

Skin fibroblasts and 
epidermal keratinocytes

transduction with retroviruses carrying 
the OCt4, SOx2, KLF4, and c-MYC cDnAs. 

iPScs from keratinocytes were produced 
without c-MYC

[87]
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Induced pluripotent stem cells can become an alternative 
for eScs in the area of clinical application of cell replacement 
therapy and screening for new pharmaceuticals. iPScs closely 
resemble eScs and, at the same time, can be produced in al-
most unlimited amounts from the differentiated cells of each 
patient. Despite the fact that the first iPScs were produced 
relatively recently, work on directed iPSc differentiation 
and the production of patient-specific iPScs is intensive, and 
progress in this field is obvious.

Dopamine and motor neurons were produced from human 
iPScs by directed differentiation in vitro [71, 72]. these types 
of neurons are damaged in many inherited or acquired hu-
man diseases, such as spinal cord injury, Parkinson’s disease, 
spinal muscular atrophy, and amyotrophic lateral sclerosis. 
Some investigators have succeeded in producing various 
retinal cells from murine and human iPScs [73–75]. Human 
iPScs have been shown to be spontaneously differentiated in 
vitro into the cells of retinal pigment epithelium [76]. Another 
group of investigators has demonstrated that treating human 
and murine iPScs with Wnt and nODAL antagonists in a 
suspended culture induces the appearance of markers of cell 
progenitors and pigment epithelium cells. Further treating 
the cells with retinoic acid and taurine activates the appear-
ance of cells expressing photoreceptor markers [75].

Several research groups have produced functional car-
diomyocytes (cMs) in vitro from murine and human iP-
Scs [77–81]. cardiomyocytes produced from iPSc are very 
similar in characteristics (morphology, marker expression, 
electrophysiological features, and sensitivity to chemicals) 
to the cMs of cardiac muscle and to cMs produced from dif-
ferentiated eScs. Moreover, murine iPScs, when injected, 
can repair muscle and endothelial cardiac tissues damaged by 
cardiac infarction [77].

Hepatocyte-like cell derivatives, dendritic cells, macro-
phages, insulin-producing cell clusters similar to the duode-
nal islets of Langerhans, and hematopoietic and endothelial 
cells are currently produced from murine and human iPScs, 
in addition to the already-listed types of differentiated cells 
[82–85].

In addition to directed differentiation in vitro, investiga-
tors apply much effort at producing patient-specific iPScs. 
the availability of pluripotent cells from individual patients 
makes it possible to study pathogenesis and carry out experi-
ments on the therapy of inherited diseases, the development 
of which is associated with distinct cell types that are hard 
to obtain by biopsy: so the use of iPScs provides almost an 
unlimited resource for these investigations. recently, the 
possibility of treating diseases using iPScs was successfully 
demonstrated, and the design of the experiment is presented 
in the figure. A mutant allele was substituted with a normal 
allele via homologous recombination in murine fibroblasts 
representing a model of human sickle cell anemia. iPScs were 
produced from “repaired” fibroblasts and then differenti-
ated into hematopoietic cell precursors. the hematopoietic 
precursors were then injected into a mouse from which the 
skin fibroblasts were initially isolated (see figure). As a result, 
the initial pathological phenotype was substantially corrected 
[86]. A similar approach was applied to the fibroblasts and 
keratinocytes of a patient with Fanconi’s anemia. the normal 
allele of the mutant gene producing anemia was introduced 

into a somatic cell genome using a lentivirus, and then iPScs 
were obtained from these cells. iPScs carrying the normal al-
lele were differentiated into hematopoietic cells maintaining 
a normal phenotype [87]. the use of lentiviruses is unambigu-
ously impossible when producing cells to be introduced into 
the human body due to their oncogenic potential. However, 
new relatively safe methods of genome manipulation are cur-
rently being developed; for instance, the use of synthetic nu-
cleases containing zinc finger domains allowing the effective 
correction of genetic defects in vitro [88].

the induced pluripotent stem cells are an excellent model 
for pathogenetic studies at the cell level and testing com-
pounds possessing a possible therapeutic effect.

the induced pluripotent stem cells were produced from 
the fibroblasts of a patient with spinal muscular atrophy 
(SMA) (SMA-iPScs). SMA is an autosomal recessive disease 
caused by a mutation in the SMN1 (survival motor neuron 1) 
gene, which is manifested as the selective nonviability of low-
er α-motor neurons. Patients with this disorder usually die at 
the age of about two years. existing experimental models of 
this disorder based on the use of flatworms, drosophila, and 
mice are not satisfactory. the available fibroblast lines from 
patients with SMA cannot provide the necessary data on the 
pathogenesis of this disorder either. It was shown that motor 
neurons produced from SMA-iPScs can retain the features 
of SMA development, selective neuronal death, and the lack 
of SMN1 transcription. Moreover, the authors succeeded in 
elevating the SMn protein level and aggregation (encoded 
by the SMN2 gene, whose expression can compensate for the 
shortage in the SMn1 protein) in response to the treatment 
of motor neurons and astrocytes produced from SMA-iPScs 
with valproate and torbomycin [89]. iPScs and their deriva-
tives can serve as objects for pharmacological studies, as has 
been demonstrated on iPScs from patients with familial dy-
sautonomia (FDA) [90]. FDA is an inherited autosomal reces-
sive disorder manifested as the degeneration of sensor and 
autonomous neurons. this is due to a mutation causing the 
tissue-specific splicing of the iKBKAP gene, resulting in a 
decrease in the level of the full-length IKAP protein. iPScs 
were produced from fibroblasts of patients with FDA. they 
possessed all features of pluripotent cells. neural derivatives 
produced from these cells had signs of FDA pathogenesis and 
low levels of the full-length iKBKAP transcript. the authors 
studied the effect of three substances, kinetin, epigallocate-
chin gallate, and tocotrienol, on the parameters associated 
with FDA pathogenesis. Only kinetin has been shown to in-
duce an increase in the level of full-length iKBKAP transcript. 
Prolonged treatment with kinetin induces an increase in the 
level of neuronal differentiation and expression of peripheral 
neuronal markers.

currently, a broad spectrum of iPScs is produced from 
patients with various inherited pathologies and multifactorial 
disorders, such as Parkinson’s disease, Down syndrome, type 
1 diabetes, Duchenne muscular dystrophy, β-talassemia, etc., 
which are often lethal and can scarcely be treated with rou-
tine therapy [51, 87, 89, 91–94]. the data on iPScs produced 
by reprogramming somatic cells from patients with various 
pathologies are given in the table.

One can confidently state that both iPScs themselves 
and their derivatives are potent instruments applicable in 
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biomedicine, cell replacement therapy, pharmacology, and 
toxicology. However, the safe application of iPSc-based tech-
nologies requires the use of methods of iPScs production and 
their directed differentiation which minimize both the pos-
sibility of mutations in cell genomes under in vitro cultur-
ing and the probability of malignant transformation of the 
injected cells. the development of methods for human iPSc 
culturing without the use of animal cells (for instance, the 

feeder layer of murine fibroblasts) is necessary; they make a 
viral-origin pathogen transfer from animals to humans im-
possible. there is a need for the maximum standardization of 
conditions for cell culturing and differentiation. 

this study was supported by the Russian Academy of 
Sciences’ Presidium Program “Molecular and Cell Biology.”
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ABSTRACT This review defines bioorganic chemistry as one of the most important constituents of physico-chemical 
biology, which is a fundamental life science. The problems and goals of bioorganic chemistry are examined through a 
comparatively small number of examples. Bioorganic chemistry is supposed to be a logical continuation of the chem-
istry of the natural substances that arose many years ago. Bioorganic chemistry has contributed some achievements in 
solving the problems of the chemical structure, biological function, and physiological activity of biopolymers and low-
molecular-weight bioregulators, as well as in the elucidation of the molecular mechanisms of different life processes. 
The most striking achievements in bioorganic chemistry are discussed in this paper. However, this review discusses not 
only the general achievements in this field of science, but also research data obtained by scientists from the Pacific In-
stitute of Bioorganic Chemistry, Far East Branch, Russian Academy of Sciences (Vladivostok, Russia), and the Institute 
of Physiology, Komi Science Centre, The Urals Branch, Russian Academy of Sciences (Syktyvkar, Russia). Particular 
attention is focused on comprehensive research into polysaccharides and biopolymers (bioglycans) and some natural 
glycosides that the author of this review has studied for a long time. The author has worked in these institutes for a 
long time and was honored by being chosen to head one of the scientific schools in the field of bioorganic chemistry 
and molecular immunology.
KEYWORDS bioglycans, natural glycosides, low-molecular-weight bioregulators.
ABBREVIATIONS LPS – lipopolysaccharide, PSA – prostate specific antigen, LPPC - lipopolysaccharide-protein complex, 
CEA – carcino-embryonic antigen, PC – prostate cancer.

INTRODUCTION
the chemical structure of biopolymers and bioregulators 
with low molecular weight, their biological activity, and their 
role in the organism are what bioorganic chemistry studies. 
Bioorganic chemistry also studies the physiological effects of 
different chemicals isolated from a particular source in a hu-
man or nonhuman organism. According to n.e. Spichenkov 
and V.e. Vas’kovsky [1], the term “bioorganic chemistry” was 
first mentioned in 1967 in an article by M.M. Shemyakin and 
A.S. Khokhlov [2]. All aspects of bioorganic chemistry were 
thoroughly reviewed by Yu.A. Ovchinnikov in his classical 
work [3] widely used by specialists in this scientific field.

Since the middle of the 20th century, bioorganic chemists 
have been interested in marine organisms [4–6], including 
seaweeds, marine animals, and bacteria. Many marine or-
ganisms are sources of unusual secondary metabolites with 
peculiar structures and unique properties [7]. Studies of the 
polysaccharides of seaweeds began in the 19th century and 
successfully continue today [8].

Bioorganic chemistry plays a crucial role in the develop-
ment of pharmacological drugs, nutritional supplements, 
pharmacological chemistry, and medicine. this scientific 
branch rests on the basis of the chemistry of the natural 
compounds used in ethnomedicine, which has existed for 

thousands of years and helps in the choice of biological com-
pounds as origins and sources of valuable biopharmaceuti-
cals, nutritional supplements, and drugs. A detailed review 
of low-molecular-weight bioregulators of different types was 
recently published by scientists from Irkutsk [9–11]. thus, in 
a historical perspective, a structural analysis of the ginseng 
and trepang extracts [4] used in chinese medicine as active 
biostimulators shows that both extracts contain similar low-
molecular-weight ingredients (bioregulators), which are trit-
erpene glycosides lacking carbohydrate branches (aglicons 
and genins). Similar compounds were also found in birch and 
alder leaves, which in some cases can serve as raw material 
for the artificial synthesis of an effective agent of ginseng 
(Panax gingeng, c.A. May) and its glycosides (panaxosides) 
(Fig. 1). to trigger the physiological activity of these glyco-
sides, a carbohydrate component (glycon) is needed, and it 
must contain oligosaccharides and comparatively short hy-
drocarbon chains.

PLANTS AND FUNGI POLYSACCHARIDES
Plants are known to contain polysaccharides with long car-
bohydrate chains, linear or branched. Such polysaccharides 
make up 80% of the chemical compounds of the cell. they 
have different functions in the cell; many of them possess a 
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marked physiological activity. Physiologically active polysac-
charides contain glycuronic acids in their structure: mainly 
D-galacturonic and D-glucuronic acids. Plant polysaccharides 
such as pectic substances, gums, and mucilages [12, 13] de-
mand special attention. Alginic acid, the main polysaccharide 
of marine brown seaweeds, consists of D-mannuronic and 
L-guluronic acids [14].

For a long period of time, pectic substances, which are 
the principium of so-called plant dietary fibers and biopoly-
mers with high and polypotent biological activity [15], have 
been the object of special attention from researchers. the 
1,4-linked residues of α-D-galacturonic acid form the back-
bone of pectic substances. the linear regions of this chain are 
interlinked by L-rhamnose residues involved into the chain 
by 1,2- α-glycoside linkages. the side chains of different 
lengths are made mainly of the arabinose and galactose resi-
dues which attached to the rhamnose residues. Pectic sub-
stances are considered a complicated polysaccharide complex 
composing the basis of the plant cell and including protopec-
tin, an insoluble pectin complex with cellulose and hemicel-
lulose; pectin polysaccharides of irregular structures; and 
concomitant branched polysaccharides: arabinans, galactans, 
and arabinogalactants (Fig. 2) [16].

A general scheme of pectin polysaccharides is shown in 
Fig. 3 [16, 17].

Pectin polysaccharides were shown to possess a wide spec-
trum of physiological activity [17–19]. therein, we should 
first mention their immunomodulating effect (phagocytosis 
stimulation); pronounced antiulcerous and antidotal action; 
and the ability to remove salts of heavy metals, organic toxins, 
and poisons from the organism. this is why, in hot shops and 
during chemical production, workers usually receive some 
pectins instead of milk as a preventive antidote. Apple pectins 
are also good for human health. regular apple consumption 
(one in the morning and one in the evening) can prolong a hu-
man’s life by 10 years. Apple jam is supposed to be healthier 
because of its higher relative pectin content when compared 
to fresh apples. Galacturonans lacking side chains were found 
to possess pronounced antiinflammatory activity [20].

Several fungi should be mentioned, which are the sources 
and origins of other physiologically active polysaccharides. 
Lentinan and pachimaran are of great interest to research-
ers. Lentinan was first isolated by a Japanese research team 
headed by G. chihara in 1969 [21] from the mushroom Len-
tinus edodes, which is widespread in the Pacific region and 
popular in Japan. Another active fungi glucan, called pachi-
man, was isolated from fungus Poria cocos [22, 23]. the mild 
periodate oxidation of pachiman leads to the generation of 
the more active pachimaran. Moreover, the latter fungus is 
a source of a series of physiologically active 1,3-β-D-glucans 
[24, 25]. Lentinan and pachimaran belong to the group 1,3-β-, 

1,6- β-D-glucans, the backbone of which consists of D-glu-
copyranose residues linked by β-1,3-glycosidic linkages; the 
side chains of β-D-glucopyranose are attached to the back-
bone by the β-1,6-glycoside linkage [21–26].

Both polysaccharides possess high antitumor activity, 
which, as was shown by chihara and other Japanese re-
searchers, can be explained directly by their immunomodu-
lating effect on the immune system of an organism with a 
tumor [21, 27, 28].

thus, lentinan almost completely breaks the growth of a 
number of experimental tumors such as Gauss sarcoma, ehr-
lich carcinoma, etc. Lentinan’s antitumor activity was shown 
to be caused by stimulation of t-lymphocyte killers, while no 
effect on B-lymphocytes and, thus, on the antibody develop-
ment (humoral response) was observed. the high molecular 
weight of the fungi glucans (1 MDa) was shown to be a sig-
nificant factor of their immunomodulating activity. However, 
the partial removal of the side chains of lentinan without a 
significant decrease in its molecular weight failed to affect 
immunomodulating activity; moreover, the transformation 
of pachiman into pachimaran leads to a noticeable increase in 
physiological activity [27].

Lentinan is widely used in medicine as an effective means 
for preventing and curing a number of malignancies.

HO

HO
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the fungi of different species of ganoderma genus and 
first of all of g. lucidium, which is widely used in ethnomedi-
cine in Japan and china in particular, are widespread sources 
of 1,3-β-D-glucans [29, 30]. Over the last several years, com-
prehensive research into this group of fungi has been car-
ried out [30–35]. 1,3-β-D-glucan was found to be one of the 
main components of g. lucidium [35], which possesses im-
munostimulating activity and, first and foremost, intensified 
phagocytosis and increased interleukin-1 (IL-1) production. 
Moreover, 1,3-β-D-glucans were shown to increase the pro-
duction of an intensive immunomodulator, interferon (IFn-γ) 
[36]. therefore, fungus extracts are used to cure the impaired 
immune system, digestive tract ulcer, and cancer. A prepara-
tion based on the dry powder of g. lucidium, particularly, is 
used to cure sarcoma [37].

Moreover, lanostanic triterpenoids found and isolated from 
different species of fungi [38, 39], ganodermic acid in par-
ticular, are being studied (Fig. 4). the presence of ganoder-
mic acid in the aqueous ethanolic extract of g. lucidium was 
found to cause various physiological activities. the Ling-Zhi 
preparation based on g. lucidium (aqueous ethanolic extract) 
produced in china is used to cure nerve diseases, insomnia, 
vertigo, asthma, and other allergic manifestations [39].

A large body of data concerning the structure and physi-
ological activity of 1,3-β-D-glucans from a number of fungi 
has been accumulated over the last several years [40–43].

BIOGLYCANS OF MARINE INVERTEBRATES
the substantial bioglycan group of immunomodulators rep-
resenting carbohydrate-protein biopolymers with a branched 
D-glucan was isolated from marine invertebrates. Branched 
D-glucan forms stable noncovalent bonds with the protein 
component representing lectin, which specifically binds 
polysaccharides. Immunomodulating activity was shown to 
need the presence of both bioglycan constituents [44, 45].

We have systematically studied many different marine in-
vertebrates [45], and almost all of them were found to contain 
immunomodulating bioglycans. Our results led us to conclude 
that marine invertebrates produce immunomodulating bi-
oglycans, which are responsible for their well-known resist-
ance to arising neoplasma [45].

Mytilan is the most thoroughly studied immunomodulat-
ing bioglycan; it is isolated from different species of mussels of 
the Mytilidae family (Crenomytilus grayanus, Mytilus edulis, 
and M. galloprovinciales), which are widespread in the seas 
[44, 45]. Mytilan significantly increases phagocytic activity 
and factors of the humoral immunity. this substance is ob-
tained from the so-called mussel juice, which was considered 
as waste in processing mussel as food stuff [6, 44, 45].

the property of mytilan behind the increase in the im-
mune response to influenza has attracted the most interest. 
Because of that, mytilan has been widely used for influenza 
prevention and curation, especially at the early stage of the 
disease. the antiviral effect of mytilan is due to its ability to 
increase the biosynthesis of endogenous interferon, which 
plays a determinative role in the organism’s resistance to vi-
ral infection. Interestingly, mytilan has been found to double 
the mean lifetime of experimental animals [6, 45].

LYPOPOLYSACCHARIDES OF GRAM-NEGATIVE BACTERIA 
Since the middle of the 1930s, the attention of researchers 
has focused studies of the structural features and physiologi-
cal activity of the antigens of gram-negative bacteria, the so-
called O-somatic antigens, representing lipopolysaccharides 
(LPS) [46].

In the beginning, the French scientists A. Boivin and 
L. Mesrobeanu [47] isolated the immunogenic lipopolysac-
charide-protein complex (LPPc) which is known up to now 
as the Boivin antigen [48]. Later, a huge number of works 
were devoted to the study of the structure and properties 
of LPS, which were not only O-somatic antigens of gram-
negative bacteria, but also active endotoxins [49]. LPS were 
found to consist of three main regions bound to each other 
as follows:
Lipid A – core of the macromolecule – O-Specific polysac-

charide.
A significant contribution to the study of the structure and 

properties of LPS has been made by the German Westphal-
Luderitz school in Freiburg (FrG) since the 20th century. 
Since the 1960s, studies of the structure and properties of 
LPS have multiplied. In 1970 [50] at the Pacific Institute for 
Bioorganic chemistry (Vladivostok), we started studying 
the antigenic composition of the pseudotuberculous microbe 
Yersinia pseudotuberculosis which causes a specitic disease, 
the so-called Far east scarlatinous fever (in Primorsky re-
gion). research of LPS continues up to now. the most well-
known works devoted to the study of LPS were carried out 
by the n.K. Kochetkov’s scientific school [51] especially by his 
pupil Yu.A. Knirel [52].

the structural features of the numerous LPS of gram-
negative bacteria have been elucidated as a resut of these 
research. Lipid A was shown to be responsible for the endo-
toxic properties of LPS, namely to cause the main symptoms 
of various diseases. the pattern of the immune response is 
determined by the O-specific polysaccharide, which is a ma-
trix for the antibody production and differentiation. there-
fore, this polysaccharide is in charge of the organism’s im-
mune response during the development of the disease. the 
structure of O-specific polysaccharides can vary significantly. 
they have been found to contain the residues of many unu-
sual monosaccharides. Such monosaccharides are often lo-
cated at the terminal points of the macromolecule, and they 
determine its serospecificity, being immunodeterminant or 
immunodominant sugars [51–53].

As a rule, LPSs are not used for curation because of their 
high toxicity and, thus, low therapeutic index. However, on 
the basis of LPSs, many diagnostic techniques have been de-
veloped which make it possible to diagnose a disease at the 
earliest stage. Moreover, O-specific polysaccharides often 
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possess an immunoadjuvant property; i.e., they can boost the 
effect of a vaccine against a certain disease [52, 54].

the LPSs of blue-green algae known also as  cyanobac-
teria appear to hold much promise. Such LPSs are nontoxic, 
while they possess pronounced immunoadjuvant properties; 
on their basis we developed a powerful adjuvant lacking the 
side effects characteristic of classic adjuvants, such as the 
Freund’s adjuvant, which often causes abscess to develop at 
the injection site [55].

ONCOFETAL ANTIGENS
the oncofetal antigens discovered by Yu.S. tatarinov and 
G.I. Abelev in the beginning of the 1960s [56, 57] are of great 
research interest today [58–61]. Oncofetal antigens appear in 
the human organism during prenatal development, making 
the organism tolerant to these antigens. Later, they disappear 
and can appear again only during the development of an on-
cological disease. thus, the cancer cell hides from the immune 
system of the host organism, which in this case cannot recog-
nize the cancer cell as a foreign antigen. therefore, oncofetal 
antigens are important markers of cancer (neoplasma) and 
are used to reveal tumors at the early stages of their develop-
ment [44, 62, 63].

In this relation, the carcino-embryonic antigen (ceA) [63, 
64], which does not differ in high specificity and is not re-
vealed in the bodily fluids of a healthy human, is of great in-
terest. Its appearance and accumulation in blood (more than 
5 ng/ml) evidence the presence of almost any oncological 
disease in the organism, like neoplasias of the digestive tract 
and respiratory system or carcinoma of the breast, head, or 
neck [63]. Like all the oncofetal antigens ceA is a complicated 
glycoprotein, the protein part of which plays the determina-
tive role. A study of its spatial structure showed that the car-
bohydrate moiety stabilizes the ceA conformation [64, 65].

It should be noted that many oncofetal antigens possess 
high enough, although not absolute specificity. Among them, 
the prostate-specific antigen (PSA) is one of the main mark-
ers of prostate cancer (Pc), namely adenocarcinoma of pros-
tate [66]. the Pc is a male tumor, hormone-dependent at its 
early stages (androgen-dependent) [67–70], and widespread 
among men (second after lung cancer). Later, Pc transforms 
into an androgen-independent metastasizing stage. Its lethali-

ty is usually due to metastases in bones and lymphnodes, as 
well as to switch of the tumor into the androgen-independent 
stage of tumor growth, which aggravates the process curing 
Pc. Any effective curation of Pc with metastases is absent in 
the present time. this disease is especially widespread among 
men in the united States. Official data show that Pc was re-
sponsible for the death of more than 37,000 men in 1999 and 
about 30,000 men in 2005 in the u.S.A. Studies of Pc are be-
ing pursued intensively there. An analysis of the PSA level in 
blood is widely used for Pc diagnostics. though this test often 
yields a false-positive reaction, it accurately determines the 
risk level. PSA is a single-stranded glycoprotein containing 
240 a.a. with a molecular weight of 33–34 kDa [66]. there are 
several markers for the existence of Pc, nevertheless an ex-
act diagnosis remains difficult, although modern techniques 
for measuring PSA in blood have recently been developed 
[71–73].

A cure for Pc includes a sharp increase in physical activ-
ity, leading to the normalization of metabolic processes and to 
decongestion [69, 71]. Pharmaceutical treatment is based on 
the use of antioxidants, anti-inflammatory compounds, and 
antiandrogens (Fig. 5) inhibiting testosterone transformation 
into dihydrotestosteron. Antiandrogens are important when 
curing at the first androgen-dependent stage of the disease 
[66, 74–79].

Strategies for curing any tumor, Pc in particular, include 
the wide use of antioxidants. Increased oxygen consumption 
is a characteristic of tumor cells. therefore, antioxidants, for 
instance, apigenin, an active component of green tea, effec-
tively block tumor development (Figs. 6, 7).

Licopene (Fig. 7), a lipophilic hydrocarbon with a linear 
chain consisting of 40 carbon atoms and containing 11 conju-
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gated and 2 nonconjugated olefinic linkages, possesses high 
antitumor activity [80]. Fresh tomatoes contain the licopene 
trans-form, which, after the tomatoes are processed, trans-
forms into the cis-form. Licopene bioavailability for humans 
is 2.5-fold higher in tomato paste when compared to fresh 
tomatoes. tomato consumption decreases the Pc risk by 20%, 
while the use of tomato paste or tomato sauce leads to a 66% 
decline of this parameter. therefore, the consumption of food 
containing tomato significantly decreases the risk of Pc. Si-
multaneously, the cancer risk in the digestive tract, lung, and 
breast also declines [80].

Licopene has been shown to be an antioxidant and pos-
sesses a protective effect against lipid peroxygenation and 
DnA oxidative cleavage. these properties are behind the 
protective role played by licopene against tumors [81]. Lico-
pene is used in medicine as a component of biologically active 
supplements such as licoprophit and licolam.

thus, a number of medications exist that are used for cur-
ing oncological diseases. Many of them were offered by experts 
in bioorganic chemistry. However, more than any medications, 
the desire of a patient to resist the disease, constant cheertul 
mood, and an active way of life (which promotes metabolism 
normalization and intensifies immunity) are the main factors 
enhancing the organism’s resistance to oncological diseases.

ACTIVE COMPONENTS OF GARLIC
Garlic, Allium sativum L. (Fig. 8), contains very interesting 
compounds with different physiological functions [82]. the 

average content of alliin, a sulfoxide S(+)-alkyl-L-cystein, 
is about 2%. Alliin possesses a marked physiological action 
against gastric ulcer and is useful for curing oncological dis-
eases due to its anti-inflammatory activity.

However, garlic contains about 3% of a highly active en-
zyme, alliinase, which strongly intensifies in the presence 
of atmospheric oxygen, as was demonstrated by Japanese 
researchers [83]. this explains the fast alliin digestion on 
grinding garlic leading to allicin and the formation of other 
sulphur compounds, which are responsible for the specific 
smell and taste of garlic. these compounds possess a powerful 
bactericidal effect against gram-positive (e.g., Staphylococ-
cus aureus) and gram-negative (e.g., Salmonella sp.) micro-
organisms, but they markedly irritate mucous membranes 
and are contraindicated in case of gastric ulcer [83]. Sulphur 
compounds were also shown to decrease carcinogen-induced 
cancer development in several organs due to their high anti-
oxidative activity and ability to stimulate the immune re-
sponse [84].

FLAVONOIDS AND ALKALOIDS
Flavonoids are a large class of active natural compounds 
widespread in the plant world. they appear to be different 
derivatives of chromane and isochromane and are found in 
nature as glycosides and aglycons [9–11].

Quercetin bioside (Fig. 9), called rutin after the plant rue 
from where it was first isolated, can be such an example [9, 10]. 
rutinose, a disaccharide, is a constituent of rutin. rutin was 
isolated from buckwheat leaves and belongs to the group P of 
vitamins. In the mammalian organism, rutin strengthens blood 
capillaries and increases blood coagulation. the presence of the 
vitamin c increases the effect of rutin. rutin is used for cur-
ing diseases connected with blood strokes caused by increased 
capillary fragility and a defect in the blood coagulation system. 
Such a physiological action is characteristic of many flavonoids, 
which more or less possess P-vitamin activity.

Flavonoids are powerful antioxidants and can bind free 
radicals damaging the cell walls of normal cells.

Of all the other low-molecular-weight bioregulators, only 
alkaloids will be mentioned [3], which are various, highly ac-
tive compounds containing nitrogen. Many of them are strong 
narcotics and analgesics. Morphine (Fig. 10), the main alkaloid 
of the poppy (Papaver somniferum), is one of the most famous 
alkaloids [3, 85]. Bioorganic chemists have elucidated not only 
the structure of this very complicated natural compound, but 
also succeeded in synthesizing it. In addition, ajmaline and al-
lopinine are alkaloids with a strong antiarrhythmic effect.

POISONS AND TOXINS
Poisons and toxins, small doses of which cause the death of 
an organism, possess the highest physiological activity. the 
terms poison and toxin are very similar, though poisons are 
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any toxic substance irrespective its origin, e.g., cianide, ar-
senic, and cobra poison. toxins are poisons of a biological na-
ture only [3].

Poisons and toxins are substances of the highest physiolog-
ical activity and selectivity. Botulinotoxin, the protein toxin 
of the anaerobic bacteria Clostridium botulinum, is the most 
toxic among poisons and toxins [3, 86]. Other clostridium tox-
ins possess the same high toxicity. A lethal dosage of botuli-
notoxin is equal to 10-5 μg/kg, while the toxicity of potassium 
cyanide is 104 μg/kg. Botulinotoxin is synthesized by clostridia 
in strictly anaerobic conditions. this is a powerful neurotoxin 
blocking the transduction of neural impulses, which leads to 
paralysis and death. Humans and domestic animals are the 
most sensitive subjects to botulinotoxin. Humans are usu-
ally affected by botulinotoxin after eating poorly preserved 
food, like meat; fish; and, more frequently, agarics. clostrid-
ium endospores are well preserved on unpeeled mushrooms. 
endospores are stable to the tough condition of sterilization. 
During home conservation, conditions are often nonsterile, 
which promotes the survival and reproduction of clostridium 
endospores in an anaerobic medium, leading to the generation 
of the active form of clostridia, which produces botulinotoxin. 
Botulism is a severe disease and leads to death. this is why 
buying canned mushrooms of unknown origin and eating 
underboiled preserved mushrooms are not recommended. It 
is recommended to boil even homemade canned goods be-
fore eating to destroy the synthesized botulinotoxin in case it 
formed in the conserved product. using anatoxin, i.e. a toxin 
treated previously with formalin, or using a serum against 
anatoxin gives good results in curing botulism at all stages of 
the disease’s development.

cyclopeptide toxins of the death cup Amanita phalloides 
[3, 76], amanitine and phalloidin, are other powerful toxins of 
a protein nature which were first isolated as individual sub-
stances in 1937 by the German researchers F. Linen and G. 
Viland. Poisoning by death cup toxins is widespread. these 
toxins are distinguished by their prolonged latent period (up 
to 36 hours) as the liver is painlessly destroyed. By the time 
the symptoms emerge, any kind of cure appears to be inef-
fective, which explains the high percentage of mortality by 
intoxication. Interestingly, eating even one death cup can 
be fatal. At the same time, the death cup contains peptide 
antamadine, a 1 mg/kg concentration of which protects the 
organism from the destructive action of the toxin. Hepatopro-
tective medication (carsil, isolated from Silybum marianum 
and available in any pharmacy) has a positive effect, which is 
especially preventive against amanitine intoxication.

Among the nonprotein toxins, we will mention shortly tox-
ins produced by marine organisms.

tetrodotoxin, contained in fish of the tetraodontidae fam-
ily (Fig. 11), is one of the most well-known nonprotein toxins. 
the most famous of the family goes by the names hogfish, 
swell fish, or puffer fish Fugu niphobles and F. rubripes. tet-

rodotoxin was also isolated from the corsican frog Atelopus 
sp., the crab Atergatis floridis, and the californian triton 
taricha torosa.

the puffer fish is considered a delicacy in Japan. tetrodo-
toxin is accumulated in different fugu organs, but mainly in 
roe, liver, and skin. Special chefs carefully remove these or-
gans before cooking. However, in some seasons, tetrodotoxin 
accumulates in all of the fugu body, making it completely 
toxic, which often leads to fatal consequences. In some years, 
hundreds of people die in Japan after eating puffer fish. this 
is why the puffer fish is served only in special restaurants 
displaying signs that read “Want to try fugu? Write your last 
will.”

tetrodotoxin is a powerful neurotoxin causing the paraly-
sis of human and mammalian skeletal muscle, a sharp decline 
in blood pressure, and death by respiratory arrest. the lethal 
dosage is equal to 7 μg/kg.

tetrodotoxin is widely used in laboratory practice to study 
the mechanisms of neural transduction.

Palytoxin is another nonprotein toxin of marine origin with 
a complicated structure (Fig. 12). It was first isolated in 1971 
by the American scientists r.e. Moore and P. Scheuer [87] 
from the soft corall Polytoa toxica. the results of numerous 
studies of palytoxin have been described in a detailed review 
[88]. While the toxin was being isolated by Drs. Moore and 
Scheuer, a conflagration appeared in the laboratory. eve-
rybody who dealt with the toxin suffered; particularly the 
cardiovascular system of the researchers was injured. con-
sequently, this powerful toxin was named “messenger of Sa-
tan.” the complex structure of palytoxin was determined a 
decade later, in 1981, by two independent research groups, 
one from Japan headed by Prof. Y.Hirata [89, 90] and another 
by Prof. r.e. Moore [91]. the determination of the palytoxin 
structure became a significant event in bioorganic chemistry. 
Its molecule possesses a unique structure [3] (Fig. 12). A stere-
ochemical study of palytoxins was successfully carried out by 
the above-mentioned groups of Japanese and American re-
searchers [92, 93]. In spite of the existence of a huge number 
of possible stereoisomers, a group of Japanese researchers 
headed by Prof. Y. Kishi [94] in 1989 successfully synthesized 
several palytoxin derivatives. A comparison with the natural 
palytoxin showed that synthetic substances were identical to 
natural ones in biological activity, chromatographic behavior, 
and spectral characteristics obtained by nMr spectroscopy 
and mass spectrometry [94]. Several years later, in 1994, a 
palytoxin specimen completely identical to the natural one 
was synthesized [95]. However, the complete chemical syn-
thesis of palytoxins includes 65 stages [96], which makes it 
impossible to use in every day practice. the physiological ac-
tion of palytoxin is quite significant [3]; being injected intra-
venously, it is LD

50
 = 0.15 μg/kg for mice and 0.08 μg/kg for 

monkeys. the lethal outcome takes 5–30 minutes as a result 
of deep injury to the cardiovascular system and respiratory 
arrest. the toxic dose for different animals varies from 0.01 
to 0.1 μg/kg of LD

50
 [96]. the toxic dose for human was not 

measured experimentally of course, though an extrapolation 
of the data obtained in studies on different animals makes it 
possible to conclude that it takes LD

50
 of about 0.04 μg/kg [97]. 

In spite of the high toxicity, palytoxin was found in a number 
of marine invertebrates [88, 97]. Interestingly, palytoxin in 
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the sublethal dose demonstrated a high antitumoral activity.
In tropical seas, “red tides” are often observed causing the 

massive death of various marine organisms as a result of the 
intensive multiplication of toxic microalgae (dinoflagellates). 
these microalgae release a number of strong toxins, including 
the most powerful of the known nonprotein toxins, maitotox-
in [98]. this toxin was first found in 1976 [99] in the intestine 
of the surgeonfish Ctenochaetus striatus as the main compo-
nent of siguatera, the famous food toxin of dinoflagellates 
gambierdicus toxicus, which is included in the food chain of 
herbivorous fish. the toxicity of maitotoxin is the highest, 
LD

50
 is equal to near 0.05 μg/kg for mice. Maitotoxin was first 

isolated as an individual substance in 1988 by a group of Japa-
nese researchers headed by Prof. t. Yasumoto from tochoku 
university [100]. the structure of this complicated substance, 
including the elements of stereochemistry, was elucidated in 
1992–1994 [101] by this research group using spectral analy-
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sis, nMr spectroscopy, and mass spectrometry techniques, in 
particular. they also determined the absolute configuration 
of maitotoxin in 1996 [102]. the data obtained were confirmed 
later, when maitotoxin was artificially synthesized by a group 
of Japanese scientists headed by Y. Kishi [103].

these data demonstrate clearly that bioorganic chemistry 
has assumed a prominent place among the sciences that study 
basic life processes and the substances playing an active role 
in those processes. Bioorganic chemists continue to study the 
chemical structure of new biopolymers and low-molecular-
weight bioregulators and to shed light on their biological 
functions and physiological activity. Special attention is fo-
cused on unveiling the interrelations between the structural 
features and biological activities of different chemical sub-
stances. Bioorganic chemists, together with biochemists, bio-
technologists, physiologists, and doctors, are obtaining new 
results that help extend productive human life. 
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ABSTRACT This review focuses on new trends in nucleoside biotechnology, which have emerged during the last decade. 
Continuously growing interest in the study of this class of compounds is fueled by a number of factors: (i) a growing 
need for large-scale  production of natural 2′-deoxy-β-D-ribonucleosides as well as their analogs with modifications in 
the carbohydrate and base fragments, which can then be used for the synthesis and study of oligonucleotides, includ-
ing short-interfering RNA (siRNA), microRNA (miRNA), etc.; (ii) a necessity for the development of efficient practi-
cal technologies for the production of biologically important analogs of natural nucleosides, including a number of 
anticancer and antiviral drugs; (iii) a need for further study of known and novel enzymatic transformations and their 
use as tools for the efficient synthesis of new nucloside analogs and derivates with biomedical potential. This article 
will review all of these aspects and also include a brief retrospect of this field of research. 
KEYWORDS nucleosides, nucleic acid metabolism enzymes, chemoenzymaticsynthesis, bio-mimetic synthesis.

INTRODUCTION
nucleosides are a large family of natural compounds and their 
chemically modified analogs, which are characterized by great 
structural diversity. the four 2′-deoxy-β-D-ribonucleosides 
of adenine (1) and guanine (2), and thymine (3) and cytosine 
(4), along with the related four β-D-ribonucleosides (5-8), 
are the main constituents of DnA and rnA, respectively 
(Scheme 1). Analogs of these natural nucleosides with vari-
ously modified carbohydrate and/or aglycon fragments have 
been found in rnA’s and are also included into a sub-family 
of nucleoside antibiotics which is also characterized by great 
structural diversity. 5’-Phosphorylated nucleosides, called 
nucleotides, are important metabolites of DnA and rnA bio-
synthesis, and they also act as co-substrates and cofactors of 
a large number of biochemical transformations. 

the first identified natural representative of this family, 
inosine-5’-monophosphate (9; IMP; the name inosine origi-
nates from the Greek word inos – muscle), was isolated from 
beef extract by J.F. von Liebig in 1847. He also described its 
taste intensifier property; synthesis of IMP from inosine and 
its structure as ribofuranoside 5’-monophosphate was de-
scribed by P.A. Levene & r.S. tipson 88 years later (Scheme 
1) [1]. It is interesting to note that it was P.A. Levene who 
coined the general term “nucleotide” for phosphoric acid de-
rivatives formed as the result of nucleic acid hydrolysis, and 
suggested the term “nucleoside” for dephosphorylated nu-
cleotides, and also identified D-ribose and later 2-deoxy-D-
ribose as constituents of rnA and DnA, respectively [2 – 7]. 

Pioneering structural studies on nucleosides and nucle-
otides during the last decade of the 19th and first decade of 
the 20th centuries showed that DnA and rnA consist of five 
heterocyclic bases and two pentoses. the first chemical con-
densation of these two of two components was reported by 
e. Fischer & B. Helferich in 1914 [8]; condensation of a sil-
ver salt of 2,8-dichloroadenine with 2,3,4,5-tetra-O-acetyl-
α-D-glucopyranosyl bromide followed by deprotection and 

hydrodehalogenation yielded a  nonnatural nucleoside N9-
(β-D-glucopyranosyl)adenine (10), whose structure was un-
equivocally proved by J.M. Gulland & L.F. Story 24 years 
later (Scheme 1) [9]. Between World War I and II, a number 
of very important studies dedicated to the chemical synthe-
sis of pyrimidine and purine nucleosides were published, but 
systematic studies on the chemical synthesis of nucleosides, 
nucleotides, and oligomers were started by A. todd and his 
co-workers in 1942 at cambridge university in england and 
somewhat later in the uSA. Since then, numerous books and 
reviews have been published on the subject, summarizing the 
enormous progress achieved (see [10 – 12]). 

Systematic studies of the biological properties of nucle-
osides began in the second half of the 1940s. Somewhat ear-
lier, P. Fildes & D.D. Woods formulated the antimetabolite 
theory and a resulting approach to the design of natural com-
pound analogs with biomedical potential sparked an enor-
mous amount of research in this area (for the relevant re-
views, see [13, 14]). Despite the moderate predictive power of 
this theory, synthesis of a large variety of natural nucleoside 
analogs and data on their biological properties yielded (i) very 
useful tools for studying biochemical transformations, which 
facilitated understanding of the mechanism of functioning of 
enzymes of nucleic acids metabolism; (ii) an analysis of the 
structure-activity relationships, which allowed rational de-
sign of new analogs with improved activity-toxicity ratios; 
and (iii) a number of anticancer and antiviral drugs. 

thirty years of systematic studies resulted in the discovery 
of several major structures of great biological and medicinal 
importance, such as heterocyclic bases (6-mercaptopurine 
(11), thioguanine (12), 5-fluorouracil (13)), analogues of thy-
midine modified at c5 of an aglycone (2′-deoxy-5-iodouridine 
(14), Idoxuridine,; Iduviran;, 2′-deoxy-5-fluorouridine (15), 
FuDr, Floxuridine; (E)-5-(2-bromovinyl)-2′-deoxyuridine 
(16), BVDu, Brivudine) and at c3′ of the carbohydrate moi-
ety (3′-deoxy-3′-fluorothymidine (17), FLt, Alovudine and 
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3′-deoxy-3′-azidothymidine (18), AZt, Zidovudine), β-D-
arabinofuranosyl nucleosides (1-( β -D-arabinofuranosyl)-
cytosine (19), ac, cytarabine; -adenine (20), aA, Vidarabine; 
-guanine (21), aG), 3-carboxamido-1-( β -D-ribofuranosyl)-
1,2,4-triazole (22), Virazole, ribavirin, hyper-modified purine 
acyclonucleosides, and also analogs in which the sugar moiety 
of a nucleoside is replaced with an aliphatic chain mimick-
ing the carbohydrate fragment, such as Aciclovir (23), AcV, 
Zovirax; Gancyclovir (24), DHPG, cytovene; Buciclovir (25), 
Penciclovir (26), and Famciclovir (27)  (Scheme 2). 

Discovery of a number of compounds that displayed strong 
antiviral and/or anticancer activities, some of which were 
later approved by the FDA (Food and Drug Administration, 
uSA), as well as isolation of nucleoside antibiotics from natu-
ral sources [15], stimulated extensive synthesis of a wide va-
riety of modified nucleosides. Studies aimed at shedding light 
on the mechanisms behind the antiviral and antitumor activi-
ties of these compounds yielded extensive data regarding the 
metabolic transformations of modified nucleosides, including 
their metabolic activation and deactivation. Moreover, these 
studies identified the enzymatic reactions involved in these 
activities, and also led to the discovery of the role of nucle-
oside utilization mechanisms (“salvage” synthesis) and the in-
volvement of virus-encoded nucleoside kinases in a key step 
of nucleoside activation via intracellular 5′-monophosphor-
ylation. the nucleoside-5’-monophosphates are then further 
metabolized into 5’-di- and 5’-triphosphates, which can then 
take part in various metabolic transformations [14, 16 – 19]. 

It was established that the majority of nucleoside analogs 
exhibiting antiviral and/or antitumor activities are not ac-
tive as such but gain activity after being transformed into 
nucleotides by intracellular enzymes. In the case of antiviral 
agents, nucleoside-5’-triphosphates are often true inhibitors 
of viral DnA or rnA polymerases. In some cases, polymerases 
introduce an analog of the natural substrate into the growing 

chain, thus blocking or severely impeding the chain’s growth 
or producing a functionally incompetent biopolymer [16, 17]. 

In cancer cells, synthesis of the active species is initiated 
either by the transformation of a heterocyclic base into the 
respective ribonucleoside-5′-monophosphate, catalyzed by 
nucleoside phosphoribosyl transferase or by direct 5′-mono-
phosphorylation of nucleosides by cellular nucleoside kinas-
es [14, 20 – 22]. On the contrary, in virus-infected cells, the 
first critical step of antiviral nucleoside activation involves 
5′-monophosphorylation catalyzed by virus-encoded kinases 
[16, 17, 23]. 

catabolic deactivation of biologically active nucleosides of-
ten involves deamination of cytosine and adenine nucleosides 
by the respective deaminases, which usually yield inactive 
derivatives [14, 24, 26], and phosphorolytic cleavage of the 
glycoside bond by nucleoside phosphorylases, which results 
in the formation of heterocyclic bases and α-D-pentofuranose 
1-phosphates [24, 27 and works cited in 27]. 

new data on the metabolism of nucleosides and their 
mechanism of action towards their targets allowed improve-
ment of the activity of the originally discovered compounds 
by protecting them from catabolic transformations and facili-
tating their targeted delivery, and also stimulated the search 
for new biologically active molecules [18, 19, 28]. the first ap-
proach can be illustrated by the  anticancer drugs Ftorafur® 

(28), 5-fluoro-5’-deoxyuridine (29), and capecitabine (30); by 
nucleosides similar to aA, such as cladribine (31), Fludarab-
ine (32) and clofarabine (33), which are highly active against 
various forms of leukemia and are resistant to deamination by 
adenosine deaminase [21, 22]; and by the antileukemic drug 
nelarabine (34), “prodrug” aG, which has better solubility 
and stronger activity as compared to the parent aG drug [29] 
(Scheme 3). 

elucidation of the mechanism of AZt action and establish-
ment of viral-encoded reverse transcriptase as an important 

Scheme 1
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biochemical target for anti-HIV drugs stimulated extensive 
synthesis of various 2′,3′-dideoxy nucleosides, e.g., Zalcitabine 
((41); Hivid®),  Didanosine (42) and related nucleosides with a 
c2′-c3′ double bond, 2’,3’-didehydro-2’,3’-dideoxythimidine 
((35), Stavudine, Zerit®) and its cytosine analogs ((36), (37); 
reverset™), nucleosides with oxygen or sulfur atoms substi-
tuting the c3’ carbon atom of the pentofuranose ring ((38), 
Amdoxovir; (39), Lamivudine, epivir®; (40), emtricitabine, 
emtriva®), as well as a number of hypermodified acyclic nu-
cleosides with phosphonate function and their prodrugs ((43), 
cidofovir; (44), tenofovir) [30 – 34] (Scheme 3). 

notably, pioneering studies by H. Schaeffer and co-
workers on the synthesis and study of the biochemical 
properties of acyclic nucleosides led to the discovery of 
9-[2-hydroxy(ethoxymethyl)]guanine ((23), Acyclovir) as an 
effective antiviral drug [35 – 38] and stimulated extensive 
synthesis of a wide variety of acyclic nucleosides modified 
either in the aglycone or in the acyclic fragmentt, including 
phosphonate analogs of nucleoside 5′-phosphates and their 
numerous prodrugs, some of which manifested a broad spec-
trum of biological activities [39]. 

up to the present, a vast majority of the modified nucle-
osides have been synthesized by chemical methods. Most of 
the developed synthetic approaches can be divided into three 
main groups: (i) convergent synthesis, employing the suitable 
sugar or sugar-mimicking derivatives as glycosylating agents, 
(ii) chemical transformations of natural nucleosides, and (iii) 
rational combinations of both aforementioned approaches. 
Despite the impressive progress achieved in the development 
of chemical methods, production of many antiviral and anti-
cancer drugs, as well as other biologically active compounds, 
remains a challenge. this leads to high drug costs and con-
sequently prevents extensive biological trials and studies, as 
well as broad therapeutic application. the need for the devel-
opment of new strategies became apparent in the late 1970s.

CHEMO – ENZYMATIC STRATEGY FOR THE SYNTHESIS 
OF NUCLEOSIDES (NUCLEOSIDE BIOTECHNOLOGY)
Amidst the great number of nucleic acid metabolism en-
zymes, approximately 20 are promising in relation to the de-
velopment of novel effective strategies for the production 
of biologically important nucleosides. these are foremostly 
enzymes that catalyze the condensation of heterocyclic bases 
and sugars, thus forming glycoside bonds, and also enzymes 
that are involved in various transformations of nucleosides. 
these enzymes are of utmost importance for the research and 
development of novel approaches for nucleoside synthesis.

In parallel with the pioneering chemical studies and in-
vestigation of the biochemical properties of modified nucle-
osides, researchers began attempting the isolation of enzymes 
involved in nucleic acid metabolism from natural sources and 
to study the mechanisms of their functioning (for a review, 
see [24]). the first reports by P. Levene and co-workers [40 – 
44] and W. Jones [45, 46] on the activities involved in nucleic 
acid hydrolysis and nucleoside disassembly were published in 
1911; later on, Levene and co-workers described a procedure 
for the isolation of “nucleosidase” from the spleen, kidney, 
and pancreas of cattle. the isolated enzyme was able to hy-
drolyze adenosine and inosine in phosphate buffer with simi-
lar efficiency, thus yielding the respective bases and ribose 
(formation of ribose-1-phosphate was not discovered at that 
time!). the authors also investigated the properties of this en-
zyme [47 – 49]. they determined the optimal temperature (37 
°c) and pH (7.5) of the reaction and found that (i) ribose and 
adenine exert “an impeding influence on the progress of the 
reaction,” (ii) kaolin completely adsorbs the partially purified 
enzyme from the solution, and the enzyme-kaolin complex  is 
stable within pH 4.0 – 8.0 values at 40 °c for 15 h and shows 
the same level of activity, (iii) a chemically prepared adenine 
nucleoside containing hexose (the structure was not estab-
lished) could not act as a substrate for this enzyme. 

Scheme 2
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Later on, H. Kalckar investigated nucleosidase extracted 
from rat liver and found that (i) this enzyme was in fact a 
purine nucleoside phosphorylase (PnP; ec 2.4.2.1), which hy-
drolyzed inosine or guanosine via phosphorolysis, thus yield-
ing ribose-1-phosphate (structure was later determined to be 
α-D-ribofuranose-1-O-phosphate; rP; (47); for reviews, see 
[24, 50]) and the corresponding purine bases, hypoxanthine 
or guanine; (ii) when rP is incubated with hypoxanthine or 
guanine in the presence of PnP, a rapid formation of inosine 
or guanosine takes place [51, 52]. Kalkar’s paper was the first 
report on the isolation of pure rP. Shortly after this publica-
tion, L. Manson & J. Lampen showed that quiescent Esheri-
chia coli cells, as well as a cell-free extract, contain enzymes 
which can hydrolyze 2′-deoxyinosine and thymidine in the 
presence of inorganic phosphate down to free bases and a de-
oxyribose ester whose structure was later established to be 
2-deoxy-α-D-ribofuranose-1-phosphate (48) [24, 53]. It was 
suggested that this extract contains purine and pyrimidine 
nucleoside phosphorylases, whose specificity was later found 
to be similar to that of mammalian enzymes. Moreover, evi-
dence was presented that these bacterial enzymes reversibly 
catalyze the synthesis of nucleosides and their phosphorolytic 
degradation (Scheme 4). 

Subsequent studies have corroborated and extended these 
fundamental findings, and it was found that purine nucleo-
side phosphorylase is specific to 9-(β-D-pentofuranosyl)pu-
rines, whereas mammalian PnP is specific to 6-oxopurines 
(compared with data by Levene et al. [47 – 49]; vide supra) 
and their nucleosides, as well as some analogs, whereas PnP 
from bacterial sources displays very broad specificity, accept-
ing both 6-oxo- and 6-aminopurines and their nucleosides as 
substrates, along with many analogs. 

thymidine phosphorylase (tP; ec 2.4.2.4) reversibly cata-
lyzes the phosphorolysis of thymidine (7) and 2′-deoxyuridine 
but not uridine (7) or 1-(β-D-arabinofuranosyl)-thymine and 
–uracil, whereas uridine phosphorylase (uP; ec 2.4.2.3) does 
not distinguish between β-D-ribofuranose and 2′-deoxy-β-D-
ribofuranose in pyrimidine nucleosides and accepts 1-(β-D-
arabinofuranosyl)-pyrimidines as substrates as well. cytosine 
and its nucleosides are not substrates either for tP or uP; 
however, we must note two peculiar observations. Firstly, 
PnP exhibited cytidine phosphorylase activity in some ex-
periments [54]. Secondly, it was shown that human deoxycy-
tidine kinase is a cytosolic enzyme that plays a key role in the 
activation of therapeutically relevant nucleoside analogs via 
their 5’-monophosphorylation, accomplishes phosphorolytic 
cleavage of 2’-deoxynuclosides, including 2′-deoxycytidine 
into free heterocyclic bases and 2-deoxy- α-D-ribofuranose-
1-phosphate [55].

the results of pioneering research unequivocally indicated 
a possibility for the enzymatic synthesis of nucleotides us-
ing purine or pirimidine heterobases as a starting point and 

Scheme 3

Scheme 4
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α-D-pentofuranose-1-phosphate or another nucleoside as a 
carbohydrate fragment donor (see [24, 56] for a review). the 
first attempts to use enzymes for the synthesis of pyrimidine 
nuclesides were made by M. Friedkin & D. roberts, who at-
tempted to synthesize thymidine and related nucleosides [57, 
58], and by r. Duschinsky & c. Heidelberger for the synthesis 
of 5-fluoro-2′-deoxyuridine (FuDr, (15)) and 2′-deoxy-β-D-
ribofuranosil-5-trifluoromethyl-urcail (cF

3
-durd) [59–64]. 

Interestingly, the first report of FuDr synthesis via enzy-
matic transfer of the 2-deoxyribofurnaose residues of thy-
midine onto 5-fluoro-uracil (13) was published in 1957 [59]. A 
preparative-scale enzymatic process was later patented [60]. 
the same group of researchers described a chemical meth-
od for the synthesis of 5-fluoro-2’-deoxyuridine (15), and 
a low-yield enzymatic process for the synthesis of another 
anti-cancer nucleoside – cF

3
-durd using a cell-free extract 

of E. coli as a source of thymidine phosphorylase [36] (See 
[24, 56, 65–68] for reviews). Later on, a number of 5-modi-
fied uracil nucleosides, including 2′-deoxy-5-iodouridine 
((14); 55%), 5-fluoro-2′-deoxyuridine ((15); 65%), and Е-5-
(2-bromovinyl)-2′-deoxyuridine ((16); 61%), were obtained 
by using thymidine (3) or 2′-deoxyguanisone (2) as donors of 
2-deoxyribofuranose, the appropriate heterobases as accep-
tors, and selected BM-11 E. coli as a biocatalyst [69].

transfer of a pentofuranose moiety from pyrimidine 
nucleosides to purine bases and vice versa (transglycosyla-
tion reaction) catalyzed by bacterial nucleoside phospho-
rylases (nP) was shown to be a very efficient method for 
the synthesis of a number of analogs of natural purine and 
pyrimidine nucleosides of biological and pharmaceutical im-
portance. the most exploited pathway includes the transfer 
of a pentofuranase moiety from pyrimidine nucleosides to 
purine bases (Scheme 5). 

this transglycosylation approach is based on numerous ef-
ficient chemical transformations of readily available natural 
pyrimidine nucleosides into diverse nucleosides modified in 
their carbohydrate component through the intermediate for-
mation of O2,2′(3′;5′)-anhydro derivatives, followed by open-
ing of the anhydro ring upon treatment with nucleophilic 
agents. unfortunately, a similar approach is not practical for 
the production of related purine nucleosides. Moreover,  dis-
tinctions in the substrate specificity of tP and uP extend the 

number of the pentofuranose donors of the transglycosyla-
tion reaction that can be used with the optimal efficiency. 
thus, 1-(2-deoxy-2-fluoro-β-D-ribofuranosyl)uracil (Scheme 
5, x = Y = OH; Z = riboF) and 1-(2-deoxy-2-fluoro-β-D-
arabinofuranosyl)thymine (Scheme 5, x = Y = OH; Z = arab-
inoF) display no substrate activity towards uP: thus it cannot 
be employed as a biocatalyst; on the contrary, both nucle-
osides have been found to be (although very poor) substrates 
for tP, allowing their use for tP-catalyzed transglycosylation 
of purine bases [70, 71]. 

the successful employment of nucleoside phosphorylases 
as biocatalysts for the synthesis of purine arabinosides and a 
multitude of base- and carbohydrate-modified nucleosides 
has been described in numerous publications (for reviews, 
see [24, 56]). 

three types of biocatalysts have been successfully em-
ployed for transglycosylation reactions: (i) selected intact 
bacterial cells, which display uP and/or tP and PnP activi-
ties, (ii) intact bacterial cells overexpressing recombinant 
nucleoside phosphorylases, and (iii) purified recombinant 
enzymes. 

Intact bacterial cells as a biocatalyst represent a kind of 
naturally immobilized enzyme, which can be used for the 
transformation of interest. use of this type of biocatalysts of-
fers some advantages (relatively low cost) over the applica-
tion of purified enzymes or immobilized (encapsulated) en-
zymes. However, intact bacterial cells may display activities 
which will catalyze the transformation of the substrate and/
or the desired product of the transglycosylation reaction into 
an undesirable form (see further). On the other hand, consid-
erable progress has been achieved in the practical production 
of recombinant enzymes during the last decade, which makes 
these biocatalysts available for broad application, including 
the development of biotechnological processes for the pro-
duction of drugs. In case of very low substrate activity of a 
pentofuranose donor or an acceptor base, use of purified en-
zymes as biocatalysts may be a rational alternative to the use 
of intact bacterial cells. 

notably, the off-pathway activities displayed by intact 
cells can be rationally involved in the synthesis of the desired 
nucleosides. For example, selected E. coli BM-11 cells display-
ing high cytidine deaminase (cDase) activity, along with uP 

Scheme 5
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and PnP activities, were employed as a biocatalyst for the 
synthesis of aG (21) (isolated yield 48-53%) using ac (19) and 
2′-deoxyguanosine ((2); dGuo) as donors of D-arabinofuran-
ose residue and in situ formed guanine ((51); Gua), respec-
tively (Scheme 6). Deamination of ac to au (49) by cytidine 
deaminase precedes the formation of α-D-arabinofuranose-
1-phosphate (50) from au catalyzed by uP. 

A similar approach was employed for the synthesis of 
2′-deoxy-2′-fluoroguanosine using 2′-deoxy-2′-fluorocytidine 
as a donor of 2-deoxy-2-fluoro-α-D-ribofuranose-1-
phosphate [73]; note that the use of selected E. coli BMt-

4D/1A cells for the synthesis of 2′-deoxy-2′-fluoroguanosine 
[73] appears to be preferable over the use of purified uP and 
PnP [70, 71]. 

the use of the selected E. coli cells was found to be very 
efficient for chemoenzymatic syntheses of purine 3′-amino-
2′,3′-dideoxy-β-D-ribonucleosides (Scheme 7) [74]. notably, 
AZt (18) is neither a substrate for tP or uP and cannot, 
therefore, be used as a donor of the pentofuranose moiety. 
reduction of the azido group of AZt produces 3′-amino-
2′,3′-dideoxythymidine ((52); dthd

3’nH2
) that is a satisfactory 

substrate for tP and can be used as a donor of the carbohy-

Scheme 6

Scheme 7
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drate moiety. transfer of the pentofuranose moiety from 
dthd

3’nH2
 to adenine catalyzed by intact E. coli cells proceeds 

smoothly, and the desired 3′-amino-2′,3′-dideoxyadenosine 
((54); ddAdo

3’nH2
) can be isolated with good yields. Howev-

er, replacement of adenine (53) by N6-benzoyladenine (56) 
in the aforementioned reaction produces 3′-amino-2′,3′-
dideoxyadenosine (54) instead of the expected N6-benzoyl 
derivative of ddAdo

3’nH2
 (57), owing to the off-pathway activ-

ity present in the intact cells.
taking into account that ddAdo

3’nH2
 with orthogonally pro-

tected amino functions (58) is of interest for oligonucleotide 
synthesis, we recently investigated transglycosylation reac-
tions using pure recombinant E. coli tP and PnP [75]. It was 
found that the use of thd

3’nH2
 as a donor of the pentofuranose 

residue and tP and PnP as biocatalysts or a dGuo
3’nH2

 / PnP 
combination (5 mМ K-phosphate buffer (рН 7.0), 50 °С, 24 h) 
produced the desired N6-benzoyl derivative of ddAdo

3’nH2 
 

(57) in high yield (Scheme 7) [76]. Standard treatment of the 
latter with Fmoc-OSu yielded the desired ddAdoBz

3’nHFmoc
 (58) 

with orthogonally protected amino groups.
the possible areas of application of nucleoside phosphory-

lases for the synthesis of nucleosides, as well as the limitations 
of this methodology, have been investigated in detail; how-
ever, several very interesting enzymatic synthetic reactions 
deserve special attention, because they are crucial for under-
standing the mechanism of synthetic reactions catalyzed by 
these enzymes and may expand the scope of their practical 
use.

It is well documented that the N7-atom of purine plays 
a very important role in the phosphorolytic cleavage of the 
glycosyl bond of purine nucleosides ([77, 78] and works cited 
in [77]) and, it seems, in the reversed synthetic reaction cata-
lyzed by E. coli PnP as well, even though the mechanism of 
this reaction has not been adequately studied. the finding 
that 3-deazapurines [79 – 81] and 1-deaza-, 3-deaza- and 
1,3-dideazapurines (benzimidazoles, including fluoro-, chlo-
ro- and bromo-substituted) [82 – 84] are good substrates for 

E. coli PnP allows the authors to suggest a key role for two 
nitrogen atoms of the imidazole ring in the above-mentioned 
reaction. namely, one of them is involved in the binding of the 
heterocyclic base in the enzyme’s active site, which may in 
turn increase the nucleophilicity of the second nitrogen atom. 
this facilitates an attack by this atom on the electrophilic C1 
carbon atom of α-D-pentofuranose-1-phosphate and eventu-
ally results in the formation of a glycosidic bond (Scheme 8).

remarkably, the mechanism of this synthetic reaction 
catalyzed by nucleoside phosphorylases did not attract the 
attention of researchers and many important details were left 
unclear. thus, the mode of initial binding of the substrate or 
inhibitor of E. coli PnP (see binding types A and B in Scheme 
8) might have shed light on the mechanism of the enzyme’s 
functioning and provided a clue for the explanation of some 
unusual observations. Participation of two nitrogen atoms in 
this reaction seems obvious taking into account the fact that 
7-deazahypoxanthine ((61); 7-DAH) is a very potent inhibitor 
of PnP (Scheme 8) [50, 85]. tubercidine (59) and 7-deazai-
nosine (60) are not substrates for PnP and showed very low 
affinity for the active site of the enzyme. On the contrary, the 
free base, 7-deazahypoxanthine (61), is recognized by the en-
zyme and forms a very strong PnP-phosphate-base complex, 
which results in complete inhibition of the enzyme [85]. 

the mechanism of 7-DAH binding in the E. coli PnP bind-
ing site still remains unknown; two types of interactions can 
be proposed – А and В. the first (type A) is similar to one of 
the two possible modes of binding of the natural substrate 
in the PnP active site via a hydrogen bond with the car-
boxyl moiety of aspartic acid-204 (type А on Scheme 8 and 
type A on Scheme 9). Obviously, type A binding of 7-DAH 
in the E. coli PnP binding site cannot result in the formation 
of a nucleoside, since there is no N9-nitrogen atom (purine 
numbering). type В binding involves the formation of an 
unusual hydrogen bond between the ОН-group of the tau-
tomeric form of the cyclic amide. this hypothetic bond can 
seemingly stabilize the PnP–phosphate–7-DAH complex 
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(N9-H-structure), whose electron or spatial structure either 
impedes or prevents a nucleophilic attack of the c 1-atom of 
α-D-pentofuranose-1-phosphate (47) (Scheme 9). the hypo-
thetical possibility of the existence of a В-type structure is 
unexpectedly supported by the moderate acceptor activity 
of 5-aza-7-deazaguanine (62) during a glycosylation reaction 
involving PnP (bovine spleen extract; Sigma) and   2-deoxy-
β-D-pentofuranose-1-phosphate (48) as a carbohydrate do-
nor (see [86] and other works cited in this article). Indeed,  the 
heterobase can exist in three tautomeric forms (62-I–III), and 
one of them, a (62-III) structure, can be recognized by PnP 
and thus result in the formation of a nucleoside via a nucleo-
philic attack of the free N9-nitrogen atom on the c 1-carbon 
atom of the carbohydrate substrate (Scheme 10). notably, 
analysis of tautomeric structures involving ab inito (6-31G**) 
and semi-empirical methods (PM3, in water) (Hyperchem 
8.1) show that structure II is the most stable in terms of ther-
modynamics, while structures III and I are less stable (I.A. 
Mikhailopulo, unpublished).

Obviously, the binding mechanism of 7-DAH and 5-aza-7-
deazaguanine (62) in the PnP active site and also the possi-
ble ways of using this information for the production of some 
7-deazopurine-derived nucleosides deserve further thorough 
research.

Other examples of unusual biotransformations are the 
metabolic and enzymatic transformations of the anti-influen-
za agent N-(1,3,4-thiadiazol-2-ylc)yanamide ((64); LY217896) 
(Scheme 11) [87, 88]. this compound shows a degree of struc-
tural similarity with the heterocyclic bases of the antiviral 
nucleoside Virazole ((22); ribavirin) and of the anticancer c-
nucleoside tiazofurin (65). It was found to be active against 

the influenza A and B viruses both in vitro and in animal 
models but was ineffective in clinical trials against an experi-
mental influenza A (H1n1) virus. A number of its metabo-
lites were detected in experiments with mammalian cells and 
animals as well, and the structures of three metabolites were 
established (Scheme 11).

It was found that purine nucleoside phosphorylases isolat-
ed from calf spleens and human erythrocytes, as well as  the 
bacterial enzyme (Sigma, n-8265), catalyze the transforma-
tion of N-(1,3,4-thiadiazol-2-yl)cyanamide in the presence of 
α-D-ribofuranose-1-phosphate (47) into N4- and N3-ribosides 
(37 °c, 20-70 h, 2 – 200 units of PnP; the ratio between the 
N4- and N3-ribosides ((66) and (67)) was found to be ~ 1:3 (60-
65% combined yield) at high concentrations of PnP and ~ 3:1 
(12-14% combined yield) at low concentrations of PnP) [89]. 
Interestingly, the formation of the mesoionic [88] or ionic (as 

Scheme 9
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shown in Scheme 11) N4-riboside (66) apparently proceeded 
in an irreversible manner, whereas the N3-riboside (67) was 
found to be a substrate of PnP. 

We must also mention several extremely interesting ob-
servations made in this excellent study. Firstly, 1,3,4-thiadia-
zol-2-ylcyanamide displayed broad antiviral activity in vitro 
and in animal models against orthomyxo- and paramyxovi-
ruses. Oral, intraperitoneal or aerosol administration of the 
drug protected mice against lethal influenza A or B virus 
infections; however, it did not show either toxicity or anti-
influenza activity in phase I trials on healthy volunteers [89]. 
Secondly, the data on the pharmacokinetics of the thiadiazol 
base also show considerable diversity. thirdly, contrary to 
the above, PnP of mammalian and bacterial origin manifest-
ed close catalytic similarity in the ribosylation of this base, 
despite the well-known differences between the substrate 
preferences of these two types of PnP for natural substrates. 
these data imply that N-(1,3,4-thiadiazol-2-yl)cyanamide 
(64), which does not have any common features with natural 
substrates of PnP, still possesses functionality that is suf-
ficient for the synthetic reaction catalyzed by both types of 
PnP. testing new heterocyclic bases as substrates of PnP 
may help understand this functionality, providing further 
insight into the mechanism of the enzyme’s function and also 
opening new possibilities for its practical use.

the use of intact bacterial cells as a biocatalyst for transg-
lycosylation reactions (Scheme 5) implies that the cells contain 
uridine, thymidine, and purine nucleoside phosphorylases. 
Besides the aforementioned nucleoside phosphorylases, other 
phosphorylases have been found in bacteria that may be use-
ful for the enzymatic synthesis of nucleosides. For instance, 
the nucleoside phosphorylase purified from the Klebsiella sp. 

strain LF1202 demonstrated very interesting properties [90]. 
It consists of five identical subunits with a molecular weight 
of 25 000 Da (based on the results of SDS-PAGe) and shows 
pyrimidine and purine nucleoside phosphorylase activities. 
Inosine, adenosine (5), 2′-deoxyadenosine (1), guanosine (6), 
and 2′-deoxyguanosine (2) showed similar substrate activity 
(relative activity ~100%) in phosphorolysis (K

m
 values for ino-

sine and inorganic phosphate (P
i
) were calculated to be 0.66 

and 0.56 mM, respectively); substrate activity for 2′-deoxyi-
nosine was 2.5-fold higher (254%); xanthosine and its 2′-deoxy 
counterpart did not act as substrates. In the synthetic reac-
tion, the substrate activity of hypoxanthine and adenine was 
similar (K

m
 values for hypoxanthine and α-D-ribofuranose-

1-phosphate ((47); α-D-rF-1P) were calculated to be 0.45 
and 0.14 microM, respectively); guanine showed somewhat 
decreased substrate activity in the synthetic reaction. As for 
pyrimidine nucleosides, uridine was found to be the best sub-
strate (relative activity 368%) as opposed to 2′-deoxyuridine 
(95%) and thymidine (29%); the K

m
 values for uridine (0.38 

mM) during phosphorolytic cleavage and for uracil (0.44 mM) 
during the synthetic reaction were similar. the substrate 
activity of uracil in the synthetic reaction with α-D-rF-1P 
(82%) and 2-deoxy-α-D-ribofuranose-1-phosphate (48) was 
found to be 82 and 39%, respectively; thymine showed de-
creased activity (17%); neither cytidine, nor 2′-deoxycytidine, 
nor cytosine demonstrated any substrate activity in the enzy-
matic reactions. 

the Klebsiella sp. nucleoside phosphorylase was employed 
for the synthesis of aA from au and adenine (3:1 molar ra-
tio) under optimized reaction conditions (0.1 M K-phosphate 
buffer, pH = 8.0; 6.7 mM concentration of adenine; 50 °c, 30 
h; 0.86 units of enzyme) and converted approximately 90% of 
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the adenine into aA, as assayed by tLc analysis of the reac-
tion mixture [90].

H. Shirae & K. Yokozeki isolated an orotidine-phosphoro-
lysing enzyme (OrP) from Erwinia carotovora AJ 2992 and 
investigated its properties [91]. Orotidine (OrP) was irrevers-
ibly phosphorolysed into orotic acid and 1-phosphate (47) by 
OrPe, and the enzyme showed no strict specificity. Indeed, 
the substrate activity of uridine was found to be two orders 
of magnitude higher as opposed to orotidine (relative activ-
ity of 100% and 1% for uridine and orotidine, respectively); 
moreover, 5-methyluridine (10%), au (11%), 2′-deoxyuridine 
(22%), 3′-deoxyuridine (11%), and 2′,3′-dideoxyuridine (1%) 
were also found to be substrates for the OrP preparation. At 
each purification step, OrPe was always co-purified with uri-
dine phosphorylase (uP) and the researchers were unable to 
separate these two activities. Both activities corresponded 
to a single band on SDS-PAGe, suggesting that both activi-
ties are present in the same protein. the purified enzyme had 
a molecular weight of 68 000 ± 2 000 Da, which suggests a 
dimeric structure. the most interesting finding is that the 
optimal temperatures and the pH values of the phosphate 
buffer were found to be 60 °c and 6.0 for orotidine phospho-
rylase activity and 70 °c and 7.0 for the uridine phosphorylase 
activity. On the whole, despite the differences in the optimal 
conditions for these two activities, it appears that the enzyme 
preparation from Erwinia carotovora AJ 2992 consists of a uP 
with broad substrate specificity. 

N-Deoxyribosyltransferases (Drt’s; nucleoside: 
purine(pyrimidine)deoxyribosyl transferases; ec 2.4.2.6) rep-
resent another type of enzymes, which are considerable in-
terest as biocatalysts for nucleoside synthesis (for a review of 
pioneering studies, see [92]). As opposed to nucleoside phos-
phorylases, Drts catalyze the direct transfer of the deoxy-
ribofuranosyl moiety between a nucleoside and an acceptor 
base without intermediary formation of 2-deoxyribofuranose 
phosphate. the reaction proceeds through the intermediate 
formation of a covalently bound 2-deoxy-α-D-ribofuranosyl 
moiety, whose glycosidic hydroxyl forms a complex ester bond 
(Scheme 12) [93 and works cited in this paper].

Drts are mainly present in some bacterial species of the 
Lactobacillus genus and were first discovered by W.S. Mac-

nutt [94] in Lactobacillus helveticus and isolated by A. roush 
& r. Betz [95]; later, Drt was purified from L. leichmannii 
by W. Beck & M. Levin, and its properties were thoroughly 
studied [96]. Lactobacillus bacteria contain Drt enzymes 
with two types of enzymatic activity, and these were first 
isolated by L. Holguin & r. cardinaud  from L. helveticus us-
ing affinity chromatography: Drt class I (also called purine 
deoxyribosyltransferase, PDt),  which specifically transfer 
2-deoxyribofuranose moieties from purine nucleosides to 
purine bases, and Drt class II (also called nucleoside deox-
yribosyltransferase, nDt), which catalyze the transfer of 
2-deoxyribofuranose between purines and pyrimidines in any 
combination [97]. early reports on Drt substrate specificity 
revealed (i) strict specificity for the 2-deoxyribofuranose moi-
ety, the absence of β-D-ribonucleoside substrate activity[92]; 
(ii) rather broad tolerance regarding various modifications 
of natural purines [96, 98, 99]; (iii) good substrate activity of 
cytosine as an acceptor of the 2-deoxy- and 2,3-dideoxyribo-
furanose residues, and the corresponding purine and pyrimi-
dine nucleosides as donors of carbohydrate moieties [100] (for 
a review, see [24]).

A number of very interesting observations concerning 
the possible practical applications of Drt were made dur-
ing the last two decades. thus, D.A. carson & D.B. Wasson 
investigated the substrate specificity of nDt isolated from 
L. helveticus (Atcc, #8018) (purified according to [96]) and 
found that the enzyme displays broad specificity both for 
pentofuranose residue donors and for purine and pyrimidine 
acceptors [100]. testing the pentofuranose donor activity of 
2′,3′-dideoxy-β-D-nucleosides (ddn) in acetate buffer (pH 
6.0) with an equimolar ratio between the donor and accep-
tor molecules at 37 °c revealed an exceptionally high activity 
of cytosine as an acceptor (16-60 nmol·min-1·mg-1 of enzyme 
with the following preference for donors: dt > ddG > ddc 
> ddA > ddI); donor activity of 2′,3′-dideoxycytidine (ddc) 
and 3′-deoxythymidine (dt) was found to be approximately 
2.2-11.6 nmol·min-1·mg-1 of enzyme for adenine, guanine, and 
hypoxanthine acceptors. 

the first recombinant L. leichmanii nDt (Drt II) was 
prepared by W. cook et al. [101]. these authors also studied 
the biochemical properties of this enzyme [102-104] and es-

Scheme 12
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tablished the architecture of the enzyme’s active site [105]. 
In its native state, the enzyme turned out to be a hexamer 
composed of identical subunits with one active site per sub-
unit, and two subunits forming a complete catalytic center. 
r. Wolfenden and co-workers discovered a lyase activity of 
L. leichmanii nDt and found that an interim 1-O-glutamyl 
derivative of 2-deoxy-D-ribofuranose is broken down in the 
absence of a heterocyclic base, yielding D-ribal. the latter 
reacts with adenine in a stereospecific manner under nDt 
catalysis, forming 2′-deoxyadenosine in aqueous solution 
and its 2’-α-deuterium derivative in D

2
O (Scheme 13) [102]. 

Formation of thymidine and 2’-deoxyuridine from D-ribal 
and the respective bases could also be performed in a similar 
manner. the practical implications of this study of the chem-
oenzymatic synthesis of 2′-β-D-deoxynucleosides have not 
yet been investigated; however, further studies in this di-
rection seem practical, as D-ribal can readily be produced 
by chemical methods (see [106, 107]), and the recombinant 
enzyme is also available. 

notably, recombinant L. leichmanii nDt catalyzes the 
stero- and regioselective transfer of 3-azido-2,3-dideox-
yribofuranose from AZt to various 2-amino-6-substituted 
purine bases (50 mM Na-citrate buffer, pH 6.0; 50 °c, 21-28 
days) yielding the corresponding purine N9-β-D-nucleosides 
with moderate yields. the same enzyme was also employed 

as a biocatalyst for the synthesis of purine 4′-thionucleosides 
[104]. 2′-Deoxy-4′-thiouridine (used as an anomere mixture 
obtained via chemical glycosylation of uracil) was used as a 
carbohydrate moiety donor for the transglycosylation of a 
number of purine bases, with nDt as a catalyst (50 mM cit-
rate buffer, pH 6.0; 50 °c, 5 days). Individual 9-(2′-deoxy-4′-
thio-β-D-ribofuranosyl) purines were isolated with yields in 
the range of 5-48% after laborious treatment and chroma-
tography of the reaction mixtures. It is worth noting that the 
use of thymidine and purine nucleoside phosphorylases as 
biocatalysts for the transglycosylation reaction yielded nega-
tive results. 

Identification of glutamic acid 98 as the active site nucle-
ophile of recombinant L. leichmanii nDt (the Drt II class) 
was made by D. Porter et al. [108]. the authors thoroughly 
investigated the interaction of the enzyme with 4 isomeric 
pairs of nucleosides, namely 9-(2-deoxy-2-fluoro-β-D-
ribo(arabino)furanosyl)adenine ((71) and (72)), 2-amino-9-
(2-deoxy-2-fluoro-β-D-ribo(arabino)furanosyl)adenine ((73) 
and (74)), 1-(2-deoxy-2-fluoro-β-D-ribo(arabino)furanosyl)
thymine ((75) and (76)), and 9-(β-D- arabinofuranosyl)gua-
nine (21; aG). Incubation of the enzyme (2 microM) with ara-
binosyl nucleosides (72), (74), or aG (21) (100 microM) at 25 °c 
for 20 min resulted in inhibition of transferase activity by 91, 
72, and 21%, respectively; thymine nucleosides did not inhibit 
the enzyme. the inhibited enzyme contained stoichiometric 
amounts of covalently bound 2-deoxy-2-fluoro-D-arabinose, 
and its activity could be restored upon treatment with ad-
enine, which simultaneously yielded adenine arabinoside (72). 
Proteolysis of the inhibited enzyme yielded data that suggest 
that the γ-carboxylate of Glu-98 is esterified during catalysis 
(Scheme 14). Finally, a recombinant enzyme, in which the 
Glu-98 residue is replaced by alanine, showed a decrease in 
activity by 3 orders of magnitude as compared to the wild-
type recombinant enzyme. 

Later on, P.A. Kaminski obtained recombinant L. helve-
ticus PDt and nDt and determined that the polypeptides 

Scheme 13
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display 25.6% identity in the region involved in the binding 
of substrate to the Glu-98 residue of the enzyme’s active site 
[109]. Both enzymes catalyzed the transformation of 2-ami-
nopurine and 2,6-diaminopurine into the corresponding 
2-deoxy-β-D-ribonucleosides at a rate comparable to that 
of natural purine bases. 4-Aminoimidazole-5-carboxamide 
(AIcA) and imidazole-5-carboxamide (IcA) turned out to be 
poor substrates, and their trans-2-deoxyribosylation required 
large quantities of enzyme and extended incubation times. It 
is worth noting that the specific activity of PDt was higher 
than that of nDt in all four studied transglycosylation reac-
tions (no experimental details were given).

the structure of the recombinant purine 2′-deoxyribosyl-
transferase of L. helveticus (PDt) was determined by x-ray 
crystallography [93], and the structure was found to be some-
what similar to that of nDt from L. leichmanii [105]. It was 
determined that, in the case of L. helveticus PDt, Glu-101 
serves as the nucleophile in the active site, which attacks the 
glycoside carbon atom of the nucleoside, while the c3′ oxygen 
atom of the furanose moiety forms a hydrogen bond with one 
of the oxygen atoms in the carboxogroup of Glu-101 (Scheme 
12). Glycosylated PDt, which is formed after treatment 
with adenine arabinoside (72), contains a 2-deoxyfluoro-α-
D-arabinofuranose residue covalently bound to one of the 
oxygen atoms of Glu-101. comparison of the PDt-2’-deoxy-
adenosine and PDt-6-selenoinosine complex structures [105] 
allows to explain the specificity of the enzymes for 2′-deoxy-
nucleosides: namely that the c2’ and c3’ oxygen atoms of the 
ribonucleoside are involved in the formation of a hydrogen 
bond with Glu-101, making the formation of an intermedi-
ate structure with a covalently bound carbohydrate residue 
impossible (Scheme 12).

recently, a very interesting study aimed at creating 
nDt with improved activity in regard to the synthesis of 
2′,3′-dideoxy purine nucleosides was published by Kamin-
ski and co-workers [110]. the authors constructed random 
mutant libraries of ndt genes from L. leichmanii (Ll) and L. 
fermentum (Lf) with a variable frequency of nucleotide sub-
stitutions (between 1 and 10 per sequence), developed a func-
tional screening method, and selected the mutants, which 
were suited for the synthesis of 2′,3′-dideoxynucleosides. Se-
quencing of the corresponding genes revealed a single muta-
tion (G3A transition), which caused a small aliphatic amino 
acid to be replaced by a residue with a hydroxyl group, Ala-
15 was substituted for thr (L. fermentum) or Gly-9 for Ser 
(L. leichmanii), respectively. this single amino acid substi-
tution was sufficient to enhance the substrate activity to-
wards dideoxynucleosides. the authors concluded that the 
2,3-dideoxyribosyl transfer activity requires an additional 
hydroxyl group at the 9th (Ll) or 15th (Lf) position, so as to 
overcome the absence of such a group in the corresponding 
substrate. Both artificial enzymes also displayed significantly 
improved transferase activity in regard to 2′,3′-didehydro-
2′,3′-dideoxy-β-D-ribofuranosyl nucleosides. It was shown 
(without experimental details) that the Lf-nDt A15t 
enzyme catalyzed the synthesis of 2′,3′-didehydro-2′,3′-
dideoxyadenosine and 2′,3′-didehydro-2′,3′-dideoxyinosine 
using 2′,3′-didehydro-2′,3′-dideoxyuridine (d4u) as a donor 
of the pentofuranose moiety at the mM scale and with a good 
yield (up to 70%) [110]. 

comparison of transglycosylation reactions catalyzed by 
a crude enzyme (nDt) preparation from L. helveticus [111] 
and E. coli purine nucleoside phosphorylase (PnP; Sigma) 
yielded rather unexpected results [112, 113]. On the whole, 
it was shown that nDt-catalyzed reactions proceeded with 
higher regioselectivity as compared to those catalyzed by 
PnP, and the difference strongly depended on the structure 
of the acceptor-base (for details, see [24]).

N-deoxyribosyltransferses are not restricted to Lactoba-
cilli and have also been isolated from the protozoan parasites 
Critinia lucilliae (see, e.g., [109]) and trypanosoma brucei 
brucei [114, 115]. the enzyme from t. b. brucei was purified 
over 400-fold to >95% homogeneity from the bloodstream 
form of this parasite, and its properties have been inves-
tigated [79]; a recombinant enzyme of the same origin was 
also prepared [80]. As opposed to Lactobacilli enzymes, the 
enzyme from t. b. brucei was found to be N-ribohydrolase 
with a preference towards inosine, adenosine, and guano-
sine as substrates. the k

cat
/K

m
 values for the recombinant 

enzyme and inosine, adenosine, and guanosine as substrates 
were (×106 M-1·s-1) 1.6, 1.4, and 0.7, respectively. Pyrimidine 
and 2’-deoxynucleosides were poor substrates with k

cat
/K

m
 

values approximately 103 M-1·s-1 and 102 M-1·s-1, respectively. 
3-Deazaadenosine, 7-deazaadenosine (tubercidin), and for-
micin B were found to be inhibitors with K

i
 values of 1.8, 59, 

and 13 microM respectively. to the best of our knowledge, 
this enzyme has not been used for the synthesis of nucle-
osides yet. 

to sum up all of the above, we must note that chemo-en-
zymatic (biotechnological) strategies are currently displacing 
multi-stage chemical processes, and this allows key transfor-
mations to be achieved with high selectivity and regio- and 
stereospecificity. considerable progress in the production of 
biologically important analogs of natural nucleosides has been 
achieved through the rational combination of chemical and 
biochemical transformations. use of recombinant nucleoside 
phosphorylases and N-deoxyribosyl transferases as biocata-
lysts for the synthesis of natural nucleosides and their modi-
fied analogs is of considerable importance for the creation 
of modern technological processes. We must also note that 
the two enzymatic groups complement one another and allow 
finding out a straightforward way to the desired compound. 
the use of chemo-enzymatic methods undoubtedly allows 
improvement of the price-quality ratio during the production 
of many medical drugs. 

NEW TRENDS IN BIOTECHNOLOGY OF NUCLEOSIDES
A number of studies published over the last decade give new 
impulse for the development of nucleoside biotechnology. 
Much attention is given to the use of α-D-pentafuranose-1-
phosphates as substrates for the enzymatic synthesis of nucle-
osides. It must be noted that both the enzymatic and chemical 
syntheses of D-pentofuranose-1-phosphates have extensive 
histories (see [24]). However, only several recently published 
works are interesting from a practical point of view. there 
are two main lines of research in this field: (i) biochemical 
(microbiological, enzymatic) retro-synthesis of 2′-deoxyribo-
nucleotides and (ii) chemical synthesis of D-pentofuranose-
1-phosphates and their subsequent enzymatic condensation 
with heterocyclic bases.
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the metabolic transformations of pentoses have been 
investigated thoroughly (for a review, see, e.g., [116]). Both 
in bacteria and eukaryotic cells nucleosides are regarded as 
carriers of carbohydrates, which serve as sources of carbon 
and energy. α-D-ribofuranose-1-phosphate (47) is mainly 
produced from purine nucleosides via a process catalyzed 
by PnP. this phosphate is then involved in (i) glycolysis, (ii) 
metabolic activation of pyrimidine heterobases, which results 
in the formation of ribonucleosides (e.g. transformation of 
5-fluorouracil into 5-fluorouridine catalyzed by uP), and (iii) 
an enzymatic transformation into 5-phospho-D-ribofuran-
ose, catalyzed by phosphopentomutase (PPM). this process is 
usually in a state of enzymatic equilibrium, and the product 
of this reaction (5-phospho-D-ribofuranose ) is a precursor 
of 5-phospho-α-D-ribofuranosyl-1-pyrophosphate (PrPP). 
the latter acts as a donor of the 5-phospho-D-ribofuranose 
moiety for both de novo and “salvage” synthesis of nucle-
osides. catabolic transformations of 2′-deoxynucleosides also 
proceed under the control of nucleoside phosphorylases and 
PPM, and the resulting 2-deoxy-D-ribofuranose-5-phosphate 

(78) is then irreversibly metabolized into D-glyceraldehyde-
3-phosphate ((79); Gla-3P) and acetaldehyde (80) by bacte-
rial or eukaryotic deoxyriboaldolases (Scheme 15).

the reversed retro-pathway for nucleoside synthesis be-
ginning with Gla-3P and acetaldehyde was studied by J. raap 
and co-workers [117, 118]. the authors described a one-pot 
two-step enzymatic reaction involving glycosylation of thy-
mine or uracil (labeled by 13c and 15n atoms) using 2-deoxy-
α-D-ribofuranose-1-phosphate ((48); also 13c-labeled at the 
different carbon atoms) and commercially available thymi-
dine phosphorylase (tP). Synthesis of 1-phosphate (48) was 
performed using 2-deoxy-D-ribofuranose-5-phosphate (78) 
by stereospecific phosphate c5 → c1 translocation catalyzed 
by partially purified recombinant phosphopentomutase. the 
13c-labeled 5-phosphates were enzymatically prepared from 
chemically synthesized dihydroxyacetone monophosphate 
(81) in the presence of an excess of acetaldehyde using de-
oxyriboaldolase (DerA) and commercially available triose 
phosphate isomerase (trI; from baker’s yeast). the (78) → 
(48) transformation and condensation with thymine or ura-

Scheme 15



reVIeWS

 VOL. 2  № 2 (5)  2010  | ActA nAturAe | 49

cil were carried out in a one-pot system, and the respective 
2′-deoxyribonucleosides were then isolated in yields of 50-
60% (Scheme 16). It should be stressed that the great excess 
of acetaldehyde is necessary to prevent the cleavage of Gla-
3P and to direct the metabolic reaction in the reverse syn-
thetic direction. 

A similar approach was used by J. Ogawa et al. for the 
synthesis of 2′-deoxynucleosides from acetaldehyde and di-
hydroxyacetone monophosphate through the intermediate 
formation of 5-phosphate (78) [119, 120]. the authors se-
lected the Klebsiella pneumoniae B-4-4 strain for clones that 
could efficiently synthesize 5-phosphate (78), which was then 
transformed into 1-phosphate (48) in the presence of trans-
formed E. coli ptS17/BL21 cells, expressing E. coli PPM. the 
1-phosphate (without any isolation procedures) was then con-
densed with adenine in the presence of commercially availa-
ble PnP, which yielded a ~1:16 mixture of 2′-deoxyadenosine 
(1) and 2′-deoxyinosine (82). Formation of the latter as the 
major product is due to the presence of adenosinedeaminase 
(ADA) in the E. coli ptS17/BL21 cells. this enzyme deami-
nates the initially formed 2′-deoxyadenosine (1). notably, the 
K. pneumoniae B-4-4 strain tolerated high concentrations of 
acetaldehyde, which directs the reversible DerA-catalyzed 
reaction in the direction of 5-phosphate synthesis (78).

Later on, Ogawa and co-workers combined the alcoholic 
fermentation system of baker’s yeast and the DerA-ex-
pressing E. coli cells for the synthesis of 5-phosphate (78) 
[121 – 124]. the procedure for the synthesis of 2′-deox-
yribonucleosides consisted of four steps: 1 – baker’s yeast 
synthesize fructose-1,6-diphosphate (FDP) via alcoholic 
fermentation; 2 – the DerA expressing E. coli 10B5/ptS8 

cells transform FDP into an equilibrated mixture of dihy-
droxyacetone monophosphate (81) and D-glyceraldehyde-
3-phosphate (79); enzymatic condensation of (79) and acetal-
dehyde (the high concentration of acetaldehyde is necessary 
in order to prevent the reversed reaction!) produces 5-phos-
phate; 3 – the latter is transformed into 1-phosphate (48) 
under catalysis of PPM-expressing E. coli BL21/ptS17 cells; 
and finally step 4, accomplished in one pot in the presence 
of a heterocyclic base and commercially available purine 
nucleoside phosphorylase or thymidine phosphorylase, since 
the activity of both enzymes within the used E. coli cells was 
insufficient. 

Synthesis of 2’-deoxyadenosine (1) was also accompanied 
by the formation of 2’-deoxyinosine (82). xylene and poly-
oxyethylenelaurilamine were used in order to improve the 
permeability of the E. coli cells, which in turn improved the 
yield of 5-phosphate (78).

notably, microbial synthesis [119 – 124] appears to be 
limited to the production of 2′-deoxy-β-D-ribonucleosides 
(isolation of individual products has not been published as of 
now). Also, satisfactory solubility of heterocyclic bases in the 
reaction mixture is an important prerequisite for successful 
nucleoside synthesis (for instance, low solubility of guanine 
makes synthesis of 2′-deoxyguanosine highly improbable). It 
is also important to bear in mind the off-pathway activities 
present in the employed cells, which can prevent efficient 
synthesis of the desired product. 

the second line of research, chemo-enzymatic synthe-
sis, involves chemical synthesis of α-D-pentofuranose-1-
phosphates, which are then used for enzymatic condensation 
with heterocyclic bases. this line of research presents more 

Scheme 16

labeled
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possibilities for variety and is promising for the synthesis 
of biologically important nucleosides and their analogs with 
modifications in the carbohydrate and base fragments. In-
deed, α-D-pentofuranose-1-phosphates are universal gly-
cosylation agents and can be used for the synthesis of both 
purine and pyrimidine nucleosides, as well as for reactions 
with any other type of heterocyclic base which can act as a 
substrate for nucleoside phophorylases. 

the effectiveness of this strategy was demonstrated in 
a very convincing manner almost simultaneously with the 
discovery of nucleoside phosphorylases and N-deoxyribosyl 
transferases. In this context, we must also note the pioneering 
studies on phosphorolysis and resynthesis of purine 2’-de-
oxyribosides involving mammalian nucleoside phosphory-
lases [40–49], purification of 2’-deoxy-α-D-ribofuranose-1-
phosphate (48) as crystalline cyclohexylammonium salt [24, 
53], and the synthesis of thymidine and a number of 5’-modi-
fied pyrimidine 2′-deoxyribonucleotides [57, 58]. Further 
studies also managed to create procedures for the chemical 
synthesis of α- and β-anomers of D-ribofuranose-1-phos-
phate and 2-deoxy-D-ribofuranose-1-phosphate (see [24]). 

A group of researchers from Mitsui chemicals is also in-
vestigating the synthesis of nucleosides via condensation of 
α-D-pentofuranose-1-phosphates with heterobases using nu-
cleoside phosphorylases [125–127]. First of all, they have de-
veloped “crystallization-induced asymmetric transformation” 
for the stereoselective synthesis of 2-deoxy-α-D-ribofuranose-
1-phosphate (48) and its β-D-anomer [125, 126]. Both anomers 
have been isolated as pure stable bis(cyclohexylammonium) 
salts. It was also clearly shown that the former is a substrate for 
PnP, while the β-D-anomer did not show any substrate activ-

Scheme 19

ity, as was expected. 2-Deoxy-α-D-ribofuranose-1-phosphate 
(48) was used for the synthesis of 2′-deoxy-2-chloroadenosine 
(cladribine) via one-step condensation with 2-chloroadenine 
or via a two-step process involving the intermediary formation 
of 9-(2-deoxy-β-D-ribofuranosyl)-2,6-dichloroadenine [128]. 
this method was then successfully extended to the synthe-
sis of 2,3-dideoxy-3-fluoro-5-О-[(4-phenyl)benzoyl]-D-ribo-
furanose-1-phosphate (in the form of a ≈ 87 : 13 mixture of 
the  α- and β-anomers (85) and (84)) from methyl-2-deoxy-
D-ribofuranoside (83), and the α-anomer from this mixture 
was then used as the main PnP substrate (after the removal 
of the 5-О-blocking group) for the synthesis of 2′,3′-dideoxy-
3′-fluoroguanosine (86) via enzymatic glycosylation of guanine 
(Scheme 19) [127, 129].

this study is of vast importance for further development 
of this field of research, since it gives a clear answer to the 
following question: if the potential carbohydrate-modified 
nucleoside donor shows extremely low substrate activity to-
wards the relevant nucleoside phosphorylase (like FLt (17) 
towards tP and uP) does this mean that the corresponding 
α-D-pentofuranose-1-phosphate (such as  2,3-dideoxy-3-
fluoro-α-D-ribofuranose-1-phosphate) will also be lacking 
in substrate activity towards the same nucleoside phospho-
rylase? It is known that a number of pyrimidine nucleosides, 
which are easily synthesized via chemical methods, cannot 
act as substrates for tP and/or uP and thus cannot be used 
as pentose donors. chemical synthesis of the appropriate α-D-
pentofuranose-1-phosphates and assaying of their substrate 
qualities is of vast interest. the study by H. Komatsu et al. 
[127] is very revealing and demonstrates the need for further 
studies in this direction.
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recently, J.M. Montserrat et al. described a chemo-enzy-
matic approach to the nucleoside synthesis involving D-ribose, 
2’-deoxy-D-ribose, and D-arabinose [130]. Pentoses were 
transformed into 5-phosphates (in the form of sodium salts) 
using chemical methods which sometimes utilized lypases for 
the introduction or removal of protective groups. the com-
bined effect of PPM, which catalyzes the transformation of 
5-phosphates into 1-phosphates, and condensation of the latter 
with heterobases in the presence of PnP or tP, leads to the 
formation of the appropriate nucleosides (Scheme 20).

the work of Montserrat et al. is very interesting as an exam-
ple of rational chemo-enzymatic synthesis of D-pentofuranose-
5-phosphates (compare the above work with [118, 119, 121–

123]). We must of course note the universal approach to the 
synthesis of D-pentafuranose-5-phosphates, since the use of 
lypases for the regioselective introduction and removal of pro-
tective groups seems not to be limited to the studied pentoses.

the synthesis of 9-(2-deoxy-2-fluoro-β-D-arabinofuranosyl) 
purines described in the study by K. Yamada et al. is also of 
considerable interest [131, 132]. In this case, there are no easy 
and simple methods for the synthesis of the potential carbo-
hydrate fragment donor, which is why the chemical synthe-
sis of 2-deoxy-2-fluoro-α-D-arabinofuranose-1-phosphate 
(96) and its use as a universal glycosylation agent seems to 
be a reasonable alternative to the chemical glycosylation of 
heterobases (Scheme 21). commercially available 1-О-acetyl-

Scheme 20

Scheme 21
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3,5-di-О-benzoyl-2-deoxy-2-fluoro-α-D-arabinofuranose 
was used as the initial compound (93), which was then 
transformed into a bromide (94) and then into a ≈3 : 1 mix-
ture of α- and β-phosphates (96) and (95). this mixture was 
used for the synthesis of N9-purine 2-deoxy-2-fluoro-β-D-
arabinofuranosyl nucleosides without isolation of the individ-
ual α-anomer (96), and the results were satisfactory. We must 
note that in some cases chemical glycosylation results in the 
formation of an anomeric mixture (purines and pyrimidines) 
and regioisomers (purines) [11, 12].

An analysis of the above-mentioned results leads to the 
conclusion that the laborious and low-yielding preparation of 
α-D-pentofuranosylphosphates is a serious bottleneck of this 
approach. However, despite this downside, it is an approach 
to the synthesis of biologically valuable nuclosides that is un-
doubtedly worthy of further investigation and is a valuable 
addition to the chemo-enzymatic methods reviewed above. 

We recently proposed a novel nucleoside synthesis strat-
egy which consists of the sequential transformation of pen-
toses into nucleosides in the presence of heterobases. the 
process is catalyzed by recombinant E. coli enzymes, namely 
ribokinase (rK) (D-pentose → D-pentose-5-phosphate (D-PF-
5P)), phosphopentomutase (D-PF-5P → α-D-pentofuranose-
1-phosphate (D-PF-1P)), and nucleoside phosphorylases (nP) 
(D-PF-1P + heterobase → nucleoside) (Scheme 22) [133].

Production of recombinant rK, as well as that of uridine-, 
thymidine-  and purine-nucleoside phosphorylases, was de-
scribed in our previous work [134]. We observed that under 
optimal conditions rK can catalyze the phosphorylation of 
the primary hydroxyl group not only of D-ribose and 2-de-
oxy-D-ribose, but also of D-arabinose and D-xylose. these 
data suggest that rK may be used as a biocatalyst for the 
first step of the cascade transformation of pentoses into nu-
cleosides. Stereospecific c5 →c1-translocation of phosphate 
by PPM is a reliable bridge within the proposed by us strat-
egy of transformation of pentose into nucleoside, and this was 
the reason to produce recombinant PPM. the preliminary 
results of the transformation of D-ribose or 2-deoxy-D-ribose 
into pyrimidine and purine nucleosides using purified recom-

binant E. coli rK, PPM, and nucleoside phosphorylases were 
recently published (Scheme 23) [135].

An analysis of the optimal reaction conditions for rK [133], 
PPM, and nP [134] showed considerable differences. Bear-
ing this in mind, compromise conditions were chosen for a 
one-pot cascade transformation of pentoses into nucleosides. 
these conditions allow for the satisfactory activity of all the 
used enzymes and are as follows: overall volume of the reac-
tion mix 2 ml; contents of the buffering solution: 2 mM AtP, 
50 mM Kcl, 3 mM Mncl2, 20 mM tris-Hcl (pH 7.5), 2 mM 
pentose, 2 mM heterobase; reaction temperature 20 °c; and 
enzymes (in the appropriate units): rK 7.65; PPM 3.9; tP 4.5; 
uP 5.4; PnP 4.68. the results of the D-ribose and 2-deoxy-D-
ribose transformation into pyrimidine and purine nucleosides 
are presented in Scheme 23 and table 1.

notably, inosine is formed at a faster rate compared to 
2′-deoxyinsoine, and the maximum yield is achieved after 30 
minutes. Also, the synthesis of purine deoxyribonucleotides 
was much more effective under transglycosilation conditions 
as compared to ribonucleside synthesis [82–84]. Obviously, 
the studied conditions for the cascade transformation of pen-

Scheme 22

Table 1. Progress of nucleoside syntheses in cascade one-pot 
enzymatic reactions at 20°C  [content of the corresponding 
nucleoside (%) in the reaction mixture vs time of reaction].

time of 
reaction, 

h

Inosine 
(Ino)

2’-Deoxy-
inosine 

(dI)

thymidine 
(thd)/2’-

Deoxyuridine 
(du)[a]

1-(β-D-
ribofuranosyl)thy-

mine (rib-thy)/
uridine(urd)[a]

0.5 45.9 18.8 14.5/0.9 4.7/27.6

1 46.1 27.3 17.6/1.1 8.5/26.6

24 38.4 38.3 - -

44 - - 34.7/33.2 19.9/17.5

96 29.4 34.4 - -
[a] thymidine (tP) and uridine (uP) phosphorylases were 
employed for the synthesis of thymine and uracil nucleosides, 
respectively.
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toses into nucleosides require thorough optimization for higher 
yields of the desired products. Showcase synthesis of cladrib-
ine (31) shows that a 1.5 : 1 mixture of 2-deoxy-D-ribose and 
2-chloroadenine (100) (mole/mole) substrates results in a prod-
uct yield in excess of 90% (Scheme 24) [136].

As was noted earlier, chemical synthesis of α-D-
pentofurnanose-1-phosphates is relatively complex, which 
means that these compounds will probably not gain wide-

spread in for the production of preparative amounts of nu-
cleosides. Preliminary results of the cascade transformation 
of pentoses into nucleosides using three enzymes indicate 
that this strategy is worth investigating further in terms of 
its limitations and possibilities for use.

A survey of the chemical methods for the production of 
pento(hexo)-furanose-1-phosphates [125–132, 137–147] and 
the methods of anomeric carbon atom activation (see [139] 

Scheme 23

Scheme 24
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for a review) shows that most of these methods are laborious 
and low-yielding of the desired phosphates. As can be expect-
ed, most of the procedures yield mixtures of anomers, and it 
seems that only the “crystallization-induced asymmetrical 
transformation” preferably yields the desired 2-deoxy-α-D-
pentofuranose-1-phosphates [85].

Because of its relative simplicity, the method proposed 
by D.L. MacDonald [140–144] seems to be the most effec-
tive, which is why we chose to use it for the synthesis of 
α-D-pentofuranose-1-phosphates. the method proposed by 
MacDonald is effective for the synthesis of hexopyranose-
1-phosphates and was also used for the synthesis of α-L-
arabinofuranose-1-phosphate in a study by G.O. Aspinall et 
al.: incubation of a peracetyl-derivative of L-arabinofuranose 
(mixture of α-, β-anomers) in anhydrous phosphoric acid and 
anhydrous tHF at 50°c for 2 h yielded a mixture of L-arab-
inofuranose-1-phosphate (mostly α-L-anomer) and L-arabi-
nopyranose-1-phosphate (both in the form of cyclohexylam-
monium salts) in an overall yield of 19% [147]. However, there 
were no conclusive physico-chemical data in support of the 
indicated structures.

Bearing in mind that a large number of purine and py-
rimidine β-D-arabinofuranosides exhibit strong antiviral 

Scheme 25

and antitumor activity (see above and also [18, 19, 148–150]), 
we chose the MacDonald approach for the synthesis of D-
arabinofuranose-1-phosphate and used it for the synthesis of 
purine nucleosides.

A freshly prepared D-arabinose tetraacetate was a mix-
ture of α-,β-anomers of furanose (101) and pyranose (102) 
forms (compare with [151]); treatment of this mixture ac-
cording to the MacDonald method yielded an amorphous 
mixture of α-D-arabinofuranose-1-phosphate (50) and β-D-
arabinopyranose-1-phosphate (103) (overall yield ≈ 50%; iso-
mer ratio from 1.5 : 8 to 1 : 2, as assayed by 1H-nMr). this 
mixture was tested in reactions with 2-fluoroadenine (104) 
and 2-amino-6-methoxypurine (105), catalyzed by recombi-
nant E. coli PnP.

We observed that pyranose 1-phosphate (102) does 
not inhibit the synthesis of 9-(β-D-arabinofuranosyl)-2-
fluoroadenine ((32); Fludarabine) under optimal conditions 
(water solution, pH 7.0, 55 °c; 1 hour). this procedure had a 
yield of 77% (Scheme 25) [152]. unexpectedly, the rate of Flu-
darabine formation was similar to the rate of 2-fluoroadenos-
ine synthesis from α-D-ribofurnaose-1-phosphate (Sigma) 
and 2-fluoroadenine (104) in the presence of recombinant 
PnP extracted from E. coli.
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the high rate of Fludarabine formation was unexpected 
(compare with [130]). In chemical terms, the condensation 
of α-D-pentofuranose-1-phosphates with heterobases is 
the result of a nucleophilic attack of the heterobase nitro-
gen atom on the electrophilic anomeric carbon atom of the 
1-phosphate. In order to asses the electrophilic properties of 
the С1-atom, we used an ab initio method for the geometry 
optimization of a number of related phosphate structures, 
namely α-D-ribofuranose-1-phosphates ((47); ribf-α1P), 
α-D-2-deoxyribofuranose ((48); dribf-α1P); and ((50) Araf-
α1P) (table 2).

It follows from the data in table 2 that the positive partial 
charges of the С1-atoms of 2-deoxyribo- and arabino-phos-
phates are similar in value and are stronger than the charges 
of the ribo-isomer. the latter has the c-2 hydroxyl and phos-
phate group in cis-conformation and is more stable than the 
arabino-phosphate. the spatial structures of the ribo- and 
2-deoxyribo-phosphates are more favorable for nucleophilic 
attack, and the С2-hydroxyl of the arabino-isomer does not 
create significant steric barriers for the approach of the base 
towards the С1-atom [152].

Differences in the partial positive charge of the С1-atoms 
of ribo- and 2-deoxyribo-phosphates are confirmed by the 
fact that trans-deoxyribosylation is more effective than 
trans-ribosylation of deazapurines [24, 82] and benzimida-
zoles [24, 83, 84]. A similar substrate activity of ribf-α1P and 
Araf-α1P in a reaction with 2-fluoroadenine can seemingly 
be explained by two interacting factors: the high partial posi-
tive charge of the С1-atom of Araf-α1P, on the one hand, and 
the negative steric effect of the С2-hydroxyl, on the other 
(compare this with data from [130]).

It shoud be noted that calculations indicate that both con-
formers of β-D-arabinopyranose-1-phosphate, namely 4C1 
and 4C

1
, have higher thermodynamic stability as compared to 

Araf-α1P. these differences seem to account for the prefer-
ential formation of pyranose phosphate during the MacDon-
ald reaction. 

unlike 2-fluoroadenine, a reaction between 2-amino-6-
methoxypurine (105) and Araf-α1P (in a mixture with Arap-
β1P) in the presence of recombinant E. coli PnP under condi-
tions specified earlier reached equilibrium at an equimolar 
ratio between the initial heterobase and reaction product, 
2-amino-9-(β-D-arabinofuranosyl)-6-methoxypurine ((34); 
nelarabine), which could then be isolated in a yield of 44%. 
this result is in accordance with an earlier nelarabine 
synthesis in a yield of 53% and involved the transarabino-
sylation of 2-amino-6-methoxypurine (105), using 1-(β-D-
arabinofuranosyl)uracil (49) as a carbohydrate group donor 
and E. coli uP and PnP as biocatalysts [153].

We have observed earlier that trans-2-deoxyribosylation 
of N2-acetylguanine with thymidine or 2′-deoxyguanosine as 
a carbohydrate group donor and tP/PnP or PnP as a biocat-
alyst initially leads to the formation of N2-acetyl-7-(2-deoxy-
β-D-ribofuranosyl)guanine, which eventually rearranges into 
the more thermodynamically stable N2-acetyl-9-(2-deoxy-β-

D-ribofuranosyl)guanine [76]. On the contrary, the Fludara-
bine and nelarabine syntheses did not involve similar reac-
tion stages [152]. this result allows us to hypothesize that the 
electron structure of the heterocyclic base determines the 
heterobase’s mode of binding in the PnP active site, thus de-
termining the regioselectivity of the enzymatic reaction. 

CONCLUSION
An analysis of the results of the chemoenzymatic synthe-
ses of nucleosides clearly indicates that this methodology is 
highly effective and very promising for the development of 
biotechnological processes for the production of biologically 
important compounds. Glycosylation of heterocyclic bases is 
catalyzed by two types of enzymes: nucleoside phosphory-
lases and N-deoxyribosyl transferases. these enzymes exhibit 
varying substrate specificities, which is why they mutually 
complement in terms of their use as biocatalysts. 

Overall, all the above-mentioned results demonstrate the 
clear advantages of enzymatic methods for nucleoside syn-
thesis as opposed to chemical methods. First of all, enzymatic 
methods fully conform to the principles of “green chemistry,” 
since routinely they do not use aggressive reagents (apart 
from acetic aldehyde) or organic solvents. Secondly, the high 
effectiveness of enzymatic transformations and their stereo- 
(only β-D-nucleosides!) and regioselectivity (apart from some 
specific cases) simplify the production of the desired com-
pounds and increase the product’s quality. All of these fac-
tors lower the costs of production of biologically important 
compounds, making these compounds more available for re-
searchers, and making drugs more available for widespread 
use.  
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Table 2. Results of the ab initio geometry optimization proce-
dure (HyperChem, 8.1; in vacuo, 6-31G* level) for the spatial 
structures of α(β)-D-pentofuranose(pyranose)-1-phosphates (in 
mono sodium salt form). 

compound

Positive partial 
charge at the 

c1 carbon 
atom

total 
(binding) 

energy 
kcal/mol

conformation 
of the pento-

furanose(pyranose) 
ring

(47); ribf-α1P 0.425 -808 850.3 c1-exo

(48); dribf-α1P 0.454 -762 140.7 c3-endo

(50); Araf-α1P 0.464 -808 841.6 O4-exo

0.410 -808 868.5
4C

1 (more stable)

(103) Arap- 
β1P 0.451 -808 856.8 4C1 (less stable)
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ABSTRACT Adult skeletal muscle fiber is a symplast multinuclear structure developed in ontogenesis by the fusion of 
the myoblasts (muscle progenitor cells). The nuclei of a muscle fiber (myonuclei) are those located at the periphery 
of fiber in the space between myofibrils and sarcolemma. In theory, a mass change in skeletal muscle during exercise 
or unloading may be associated with the altered myonuclear number, ratio of the transcription, and translation and 
proteolysis rates. Here we review the literature data related to the phenomenology and hypothetical mechanisms of 
the myonuclear number alterations during enhanced or reduced muscle contractile activity. In many cases (during 
severe muscle and systemic diseases and gravitational unloading), muscle atrophy is accompanied by a reduction in the 
amount of myonuclei. Such reduction is usually explained by the development of myonuclear apoptosis. A myonuclear 
number increase may be provided only by the satellite cell nuclei incorporation via cell fusion with the adjacent my-
ofiber. It is believed that it is these cells which supply fiber with additional nuclei, providing postnatal growth, work 
hypertrophy, and repair processes. Here we discuss the possible mechanisms controlling satellite cell proliferation 
during exercise, functional unloading, and passive stretch.
KEYWORDS skeletal muscle, myonuclei apoptosis, physical training, working hypertrophy, satellite cells, growth fac-
tors, gravitational unloading, muscle stretch.
ABBREVIATIONS IGF – insulin-like growth factor, AIF – apoptosis-inducing factor, GFP – green fluorescent protein, 
BrdU – 5-bromo-2-deoxyuridine, CD34, 45, 54 - clusters of differentiation, c-Met – HGF receptor, HGF – hepatocyte 
growth factor, FGF fibroblast growth factor, MMPs – matrix metalloproteinases, MGF – mechano-growth factor.

INTRODUCTION
Skeletal muscle is the most flexible structure in mamma-
lian organisms. High muscle activity and load often lead to 
an increase in the transverse size (thickness) of the muscle, 
myofibrils volume, and contractile properties (strength and 
power). the stable pattern of gene expression underlies such 
transformation.

A chronic decrease in the functional load on the postural 
muscles, primarily soleus, under a prolonged change in the 
action of gravity forces (bed rest, support elimination from 
all or only hind limbs, or weightlessness) – so-called gravita-
tional unloading – deeply transforms all the structural and 
functional muscle-tissue machinery [1–3]. One of the most 
important consequences of muscle transformation under hy-
pogravity is the decrease in the contractile properties (power 
and working capacity), stiffness of muscle and myofibers, and 
a significant decline in myofibril and nuclei number, as well 
as in fiber size (atrophy). It also leads to an overgrowth of the 
connective tissue and extracellular structures and a shifting 
of the phenotype of myosin heavy chains towards an increase 
in the expression of the fast isoforms of the myosin heavy 
chains. the data obtained in the last years showed that the 
gravity-dependent transformation of soleus fibers is based 
on a stable directional change in the expression of a number 
of genes and the generation of a new integral (the so-called 
atrophic) expression pattern.

Adult muscle fiber is a symplast ,a multinuclear struc-
ture, developed in ontogenesis by the fusion of myoblasts 
(muscle progenitor cells). nuclei are located at the periphery 
of muscle fiber in the space between myofibrils and the cell 
membrane (sarcolemma). Muscles contain also the nuclei 
of fibroblasts, endothelial cells, and precursor cells (satel-
lite cells). thus, in the literature, muscle fiber nuclei are 
usually called myonuclei. In theory, as a result of disuse or 
overload, the skeletal muscle mass can change, because of 
a change in the number of myonuclei or alterations in the 
rates of transcription, translation, and proteolysis. In this 
work we review data accumulated in the literature concern-
ing the phenomenology and possible mechanisms of changes 
in the quantity of muscle fiber nuclei during increased or 
decreased contractile activity.

the muscle fiber nuclei are postmitotic and cannot divide. 
Myonuclei quantity is extremely important, since it deter-
mines the content of DnA for gene transcription [4]. the 
interaction between the fiber size and myonuclei number 
was taken as the basis in the myonuclear domain concept of-
fered by cheek et al. [5]. Myonuclear domain is the volume 
of muscle fiber cytoplasm regulated by the expression of the 
genes of one nucleus. the term “myonuclear domain” is quite 
convenient for describing the mechanisms of muscle plastic-
ity, though it is nominal, and the protein distribution inside 
muscle fiber depends on many variable parameters. A lot of 
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studies have analyzed the cross-sectional area per one myo-
nucleus, instead of the domain.

to reveal the myonuclei, DnA-specific dyes are used. the 
main problem for researchers of the nuclear pool of muscle 
fiber face is that, in an analysis of the muscle transverse sec-
tions without special techniques, it is impossible to distin-
guish the nuclei located on different sides of the muscle fiber 
boundary. to solve this problem, different approaches are 
used; in particular, the double labeling of nuclei and specific 
proteins of the subsarcolemmal layer, such as dystrophin [6]. 
Many authors have analyzed the nuclear composition of the 
isolated muscle fiber [7, 8]. to study an isolated fiber, which 
is a volumetric structure, a confocal laser microscope should 
be used. this approach has evident advantages: all of the 
myofiber nuclei pool can be analyzed (not only the nuclei ob-
served at the cross section); also, the nuclei density distri-
bution along the muscle fiber and its elementary unit, sar-
comere, can be traced. However, the number of the fibers is 
limited in this case by 20–30 fibers per one biological sample.

Allen et al. have offered a hypothesis of myonuclear do-
main constancy during the size changes of the muscle fib-
ers (atrophy and hypertrophy) [4]. the authors showed that 
the myonuclear domain size remains stable during the acute 
stage of hypertrophy. A proportional increase in the myonu-
clei quantity and cytoplasm volume was observed on a model 
of functional hypertrophy caused by the removal of syner-
gistic muscles [9]. the same authors showed the variability of 
the myonuclear domain size during a chronic increase or de-
crease in loads in dogs [10] and under atrophy in rats [7]. thus, 
the hypothesis of the myonuclear domain constancy turned 
out to be indefensible, and it has been further disproved in 
numerous studies of disuse and training [11–13, 8]. the myo-
nuclear domain has been found to change throughout an ani-
mal’s lifetime [14–16]. recent studies by Italian authors have 
proved the possibility of hypertrophy development without 
new myonuclei incorporation; i.e., without a myonuclear do-
main increase under hypertrophy [11].

MYONUCLEAR NUMBER REDUCTION
In a number of cases (during severe muscle and systemic 
diseases and under gravitational unloading), muscle atrophy 
is accompanied by a decrease in the myonuclei number per 
myofiber, along with a corresponding development of apop-
totic processes in the myonuclei. Such a reduction in the nu-
clei number was observed in cosmonauts’ quadriceps [17] and 
rat soleus after space flight [10, 12], under simulated unload-
ing in rats using the so-called hindlimb suspension technique 
[18, 19], and during soleus immobilization. Myonuclei loss is 
most intensive in slow fibers [19]. Studies of single fibers have 
demonstrated a decrease in the myonuclear domain size un-
der disuse in rat soleus, but not in plantaris [12]. the myonu-
clear domain of rhesus monkeys also tends to decrease after 
14 days in space flight [20]. Wang et al. showed a reduction of 
the cross sectional area, myonuclei number (25%), and nu-
clear domain size of soleus fibers after 16 days of rat hindlimb 
suspension [21].

Myonuclear number reduction is explained by the nuclei 
apoptosis in muscle fibers. Apoptotic processes in muscle fib-
ers develop differently than those in other cell types. the 
changes in contractile activity lead to a weak manifestation 

of ultrastructural nuclei destruction. At the same time, DnA 
breaks in the nuclei are accompanied by a number of mito-
chondrial and extramitochondrial events which are supposed 
to be components of the interdependent signaling pathways, 
which cause the apoptotic processes.

Apoptotic nuclei have been observed in the muscle fibers 
of patients with Duchenne dystrophy (and in its biological 
model, mdx mice) [22], in fibers affected by chronic heart fail-
ure, the development of amyotrophic lateral sclerosis, and in 
some other cases. Myonuclei apoptosis was also observed after 
the application of a specific physical load (so-called eccentric 
exercise) [23]. In this case, muscle fiber strain develops when 
the fibers are stretched. Such muscle contraction causes nu-
merous destructive changes in the cytoskeletal proteins and 
sarcolemma. In 1997, Allen et al. first reported the presence 
of apoptotic nuclei during rat hindlimb suspension [18]. the 
maximum number of apoptotic nuclei was observed in the 
soleus fibers (according to the tuneL staining, revealing the 
DnA breaks) in the 2nd day of soleus disuse [24]. 

the same data were obtained in experiments on mice, 
where the maximum apoptosis-inducing factor (AIF) and p53 
expression after 24 h of disuse were determined [25]. this was 
preceded by a marked increase in caspase-3 and caspase-8 
after 12 h of suspension. An increased concentration of Bcl-2 
was found as early as after 6 h of disuse. During hindlimb sus-
pension for over 24 h, the observed apoptotic manifestations 
decreased. Soleus immobilization revealed similar dynamics 
[24]. Seven days of reloading after hindlimb suspension were 
enough to eliminate apoptosis [26]. Some authors were unable 
to find caspase cascade activation in soleus under hindlimb 
unloading or spinal isolation [27], but they observed endonu-
clease G translocation to the nucleus. endonuclease G is the 
mitochondrial enzyme degrading nuclear DnA. recently, a 
group of authors suspended animals under decreased tem-
perature, which is supposed to slow down the mitochondria-
dependent processes. In this case, apoptotic nuclei and signifi-
cant caspase activation were also observed [28].

As was mentioned previously, a single exercise bout caused 
different apoptotic manifestations (DnA fragmentation, in-
creased caspases activity, etc.); however, regular physical 
training not only decreased such apoptosis manifestations, 
but it also had an antiapoptotic effect that eliminated the nu-
clear changes that take place when muscle activity is reduced 
[18].

unlike the other cell structures, in a skeletal muscle fiber 
apoptosis of the individual nuclei does not lead to immediate 
fiber death, though pathological consequences develop.

recently, the Bruusgaard group [29] cast doubt on the 
complex of described observations of nuclear losses and ap-
optosis during atrophy. the authors studied mice transfected 
with the GFP-encoding plasmid. GFP was localized in the 
myonuclei, the quantity of which was analyzed under pro-
longed (14 days) denervation and disuse of extensor digito-
rum longus (caused by antagonists’ tenotomy). the authors 
observed a significant decrease in the cross-sectional area of 
the muscle fibers, but no myonuclei decline. Fixed apoptotic 
changes were found in the satellite and connective tissue cells 
only; they were not revealed in muscle fibers. the same re-
sults were observed during the detraining of the Japanese 
quail wing: all the nuclei with apoptosis features were labeled 
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with bromdeoxyuridine (Brdu), the DnA synthesis indica-
tor, which revealed the satellite cell nuclei [30]. At the same 
time, the conclusion made by Bruusgaard and Gundersen [29] 
was based on the denervation experiment and a study of the 
blockade of nerve impulse conduction to muscles predomi-
nantly with the fast fibers (those fibers undergo apoptosis 
less; see above). the authors dispelled any doubt about the 
data testifying to apoptosis and myonuclei number reduction 
using an animal microgravity model of antiorthostatic hind-
limb suspension (and, consequently, the results of analogous 
experiments on volunteers; see above). they assumed that, in 
this case, systemic manifestations of gravitational unloading 
favored myonuclei apoptosis. unfortunately, this hypothesis 
has no experimental support.

An increase in myonuclei in adult muscle fiber was ob-
served during a power exercise, experimental working 
hypertrophy (during synergistic muscles dissection), and 
postatrophic reloading [26, 31–33]. the new nuclei in a fiber 
can be provided only by the fusion of satellite cells with the 
muscle fiber. the satellite cells are supposed to provide new 
nuclei for the muscle fiber during the postnatal period and 
for the local regeneration of the injured muscle fibers [34].

PRECURSOR CELLS IN SKELETAL MUSCLE .  
THE MARKERS OF THE MYOSATELLITE CELLS .
Satellite cells in a skeletal muscle are small mononucle-
ate resting cells (remaining in the G

o
 phase of the cell cycle) 

which proliferate and fuse with muscle fibers when activated, 
being an essential source of myonuclei during postembryonic 
development under tissue hypertrophy and recovery [12]. 
they can also fuse with each other, forming new muscle fib-
ers [16]. Satellites may be myoblasts resting in the muscle tis-
sue. According to another opinion, satellites are also believed 
to derive from some endothelial precursors associated with 
the embryonic vascular system. they can rest in the skeletal 
muscle interstitial space and express cD 34 [35]. However, 
skeletal muscle myogenic precursors are more numerous than 
satellite cells, because of the migration or recruitment of the 
undifferentiated stem cells from other sources. the precursor 
cell population from skeletal muscle was shown to originate 
from virgin mesenchymal stem cells of bone marrow and dif-
fers from satellite cells. unlike satellites, precursor cells of 
the side population express Sca-1 (stem cell antigen-1) and 
cD-45. evidently, they take part in injured or transplanted 
muscle regeneration and potentially form myocytes and myo-
satellite cells [36, 37]. Myosatellites can be identified in a mus-
cle by their location (between the sarcolemma and fiber basal 
lamina) and by the immunohistochemical identification of 
different proteins expressed by these cells at different stag-
es of their cell cycles. Desmin, myf5, and MyoD were found 
in the activated proliferating satellite cells, which normally 
express the regulatory muscle factors, such as Pax-7 and c-
Met. Myogenin and MrF4 synthesis is characteristic of the 
final stage of differentiation [38]. c-Met, the HGF receptor, 
is expressed in skeletal muscle not only by satellites, but also 
by other myogenic precursor cells. Like resting cells, active 
and proliferating satellite cells usually synthesize such cell 
adhesion molecules as m-cadherin (Mcad) and ncAM (cD 56, 
Leu-19, neural cell adhesion molecule), which are located in 
the narrow space between the satellite cell and muscle fiber. 

ncAM is expressed in the activated satellite cells (myoblasts), 
in myotubes during muscle regeneration, and in neuromuscu-
lar junctions. recent data showed that ncAM is the earliest 
marker of committed myoblasts; i.e., it determins their uni-
vocal transition from the proliferation to the differentiation 
phase [39].

the key molecule of the myogenic morphogenesis is Mcad. 
using the combined labeling of Mcad, ncAM, laminin, de-
smin, and cell nuclei, Irintchev et al. [40] demonstrated that 
Mcad occurs in the satellite cells and myoblasts of normal and 
regenerating muscle. Simultaneous staining of the regenerat-
ing muscle with Mcad and Brdu led the authors to conclude 
that Mcad is expressed predominantly in mitotically inactive 
(resting) satellite cells. the myoblast fusion suppressed Mcad 
expression. ncAM and Mcad simultaneous expression is of-
ten observed in the muscles with an innervation failure [40]. 
As was shown later [41], skeletal muscle hypertrophy caused 
by overloading and the number of myosatellites expressing 
Mcad at the early stages of stimulus application increased, 
while at the later stages the number of cells positively stained 
against Mcad and ncAM rose. thus, the Mcad staining was 
found in the resting myosatellites similarly as in the prolifera-
tion and differentiation stages. 

MYOSATELLITE CELLS UNDER GRAVITATIONAL UNLOADING
three days of hindlimb unloading lead to an irreversible 
transformation in the muscles of young rats. therefore, the 
satellite cell number and their proliferative potential (ac-
cording to the Brdu incorporation data) declined in soleus 
in the same way as in extensor digitorum longus. In this case, 
the program of muscle fiber development in growing animals 
can change irreversibly, leading to a failure of the myonuclei 
number increase even after reloading [42, 43]. Satellite cell mi-
totic activity decreased after 24 h of disuse and completely 
deceased 3–5 days later. the most pronounced decline was 
observed in soleus. Morphological atrophy features were re-
vealed 48 h later [43]. the increase in the proliferative process-
es in mice gastrocnemius appeared after one week of hindlimb 
suspension [44]. the quantity of the resting and mitotically ac-
tive satellites in muscle fiber fell by 57% when compared to 
the control group [29]. In the other work by the same authors, 
3 months of unloading caused no decrease in the satellite cell 
quantity or muscle fiber length in young animals, but it led 
to an apoptosis-independent decrease in the satellite cell and 
myonuclei contents and a decrease in the satellite mitotic ac-
tivity [45]. However, Ferreira et al. [44] observed unexpected 
proliferation reinforcement in mice gastrocnemius after one 
week of suspension.

POSSIBLE WAYS OF ACTIVATING MYOSATELLITES 
Myosatellites are supposed to rest when skeletal muscle is not 
active. their activation provides muscle mass maintenance, 
hypertrophy development, or the recovery of injured muscle. 
Myosatellite activation can also be caused by strengthening 
exercise [46, 47].

A significant increase in the total number of satellites was 
shown on several models of compensatory hypertrophy in 
animals, after eccentric exercise in humans [13, 48], and dur-
ing muscle stretching [49]. Physical activity, such as resistive 
exercise or muscle functional overload (chronic stretch, syn-
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ergistic muscle removal, and tenotomy), injures muscle tissue 
[50], stimulating muscle regeneration. Muscle damage causes 
an inflammatory response. therefore, in the injured area, the 
number of neutrophils and macrophages increases. then, the 
inflammatory infiltrate is released by immune cells, or the in-
jured fibers release the growth factors regulating the prolif-
eration and differentiation of myosatellites. cytokines (IL-4, 
IL-6, IL-15, tnF-α etc.) were shown to affect the satellite cells 
in vitro and during the regeneration of injured muscle [51]. the 
role of the fibroblast growth factor (FGF) in myosatellite acti-
vation has been shown previously [52]. the hepatocyte growth 
factor (HGF) is supposed to be the key regulator of satellite 
cells activity during regeneration [18, 53] (Fig. 1). HGF was es-
tablished to stimulate satellite cell activation in culture and in 
vivo during muscle stretch. HGF release is induced by nitric 
oxide (nO) synthesis, and it is regulated by matrix metallopro-
teinases (MMPs) [55]. HGF affects a satellite through its bind-
ing to the c-met receptor, stimulating further the signaling 
cascade, including the PI3K-Akt pathway, which stimulates 
cell survival and protection against apoptosis. the results of 
numerous experiments have shown the important role of the 
insulin-like growth factor in muscle hypertrophy develop-
ment. In in vivo studies on animals, data were obtained dem-
onstrating the role of an insulin-like growth factor (IGF) in 
the growth processes mediated by myosatellite activity [56, 
57]. IGF can stimulate myosatellite proliferation and differ-
entiation in culture [58]. Myosatellite cells of mice with IGF-1 
gene overexpression possess increased proliferative potential, 
which can be due to the activation of a PI3K-Akt signaling 
pathway and the decline of the blocker of the cyclin-depend-
ent kinase-2 [59], which is a result of FOxO transcription fac-
tor inhibition [57]. this is why the IGF-1-activated signaling 
pathways, which stimulate translation, are also supposed to 
be activated in myosatellite cells [60]. However, IGF-1eA (the 
growth factor form expressed in liver cells and skeletal mus-
cle fibers which releases into the blood flow) is not the only 
IGF-1 gene product. 

Physical training or mechanical muscle damage results in 
IGF-1 gene splicing, leading to the appearance of a splice-
variant called the mechano-growth factor (MGF) after 1–2 
days. During splicing, the translational frame shift occurs, 
resulting in a c-terminal sequence change. this leads to the 
appearance of the so-called e-domain, which differs from 
the other IGF-1 splice-variant sequences [61]. this unique 
c-terminal peptide functions as an autocrine growth factor 
with a short half-life. One of the functions of the peptide is to 
increase the precursor-cell pool in skeletal muscle (satellite 
cells) by initiating stem-cell proliferation, however, without 
myogenic differentiation. After initial splicing leading to MGF 
formation, the IGF-1 gene product undergoes further splic-
ing, generating the IGF-1eA isoform. IGF-1eA is supposed to 
stimulate myosatellite differentiation and fusion with muscle 
fiber [38, 49, 62]. However, according to Wozniak et al. [38], 
only HGF and nO have been proven to activate resting myo-
satellites. IGF, FGF, and other growth factors were shown 
to effectively stimulate proliferation and growth following 
satellite activation. Some other growth factors (in particular, 
FGF) can also activate satellite cell proliferation [52]. Myosat-
ellite cell activation can be suppressed by myostatin, which 
is supposed to maintain myosatellites at rest [63]. However, 

the mechanisms inducing satellite cell activation, prolifera-
tion, and their fusion with injured or growing muscle fibers 
remain poorly understood.

THE ROLE OF PRECURSOR CELLS IN MUSCLE GROWTH 
Satellite cells possess high proliferative potential and are sup-
posed to be important for skeletal muscle regeneration and 
hypertrophy. Different stimuli, such as functional overload 
during synergist removal, testosterone, clenbuterol, muscle 
stretch, and exercise can activate the satellites, stimulate 
their entry to the cell cycle and their proliferation in both 
fast and slow muscles. An increase in satellite prolifera-
tion was observed in the first days after stimulus applica-
tion. cramery et al. [46] and Kadi et al. [13, 31] showed that 
a series of intensive exercises stimulated an increase in the 
number of cells expressing ncAM. However, this and other 
studies did not show proliferating cells fusing with muscle 
fibers. the question of whether myosatellite nuclei incor-
poration into the fiber is necessary for muscle growth or 
mass maintenance remains unanswered. Different points of 
view exist. Many authors deny the necessity of incorporat-
ing myosatellite nuclei for muscle hypertrophy development 
[64], which has been proven by numerous studies with β2-
adrenoceptor agonists application, leading to muscle hyper-
tropy without an increase in DnA or the myonuclear num-
ber. According to Kadi et al. [13], muscle fiber size can change 
moderately without the incorporation of new myonuclei.  
As was shown earlier, the myonuclear number is not normally 
the determining factor for muscle fiber size; the myonuclear 
domain size varies during an animal’s lifetime [16] and is un-
stable under muscle atrophy [65]. Despite the lack of dividing 
myosatellites after ionizing radiation treatment, Lowe [32] 

Satellite cell Pax7(+/-)
syndecan-3(+)
syndecan-4(+)
c-met(+)
BrdU(-)
MyoD(-)

MyoD(+)
Pax-7(+/-)

MGF

Myostatin

Myogenin ↑
Pax-7(-)

IGF-1
Fusion

MyoD↓↓/(-)
Pax-7(++)

Apoptosis(?)

Satellite cell precursors

Non-myogenic 
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Extracellular factor

Activation signal 
(HGF,TNF)

Fig. 1. The hypothetical role of IGF-1 and MGF in satellite cell 
physiology. Modified scheme of Olguin and Olwin, 2004 [54].
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observed hypertrophy of the stretched slow anterior latis-
simus dorsi of the Japanese quail. Dupont-Versteegden et al. 
[66] showed that in spinalized animals, after myosatellite acti-
vation (during resistive exercise), the latter did not fuse with 
the muscle fibers. thus, training did not promote the mainte-
nance of the myonuclear number in the soleus of spinal ani-
mals. the number of activated myosatellites was higher than 
that of divided ones. the physiological role of activation of 
such a huge number of myosatellites without their incorpora-
tion into the growing muscle fibers is unclear. recently, Ital-
ian researchers showed that proteinkinase B activation for 3 
weeks caused muscle hypertrophy and a doubling of muscle 
weight, which was not accompanied by satellite activation or 
the incorporation of new nuclei [11].

the possibility of muscle fiber growth without incorpora-
tion of satellite cells, which is one of the ways protein syn-
thesis intensifies, can be due to an increase in DnA matrices 
because of the incorporation of myosatellite nuclei into the 
fiber. the supporters of the concept of myonuclear domain 
constancy theorize that the initial stages of muscle growth 
are linked with transcription and translation intensification 
until the myonuclear domain reaches a definite threshold. 
However, it was established that moderate hypertrophy in 
human muscles can happen without additional genetic ma-
terial [13]; from the point of view of the concept mentioned 
above, this can be explained by the existence of a hypertro-
phy threshold sensitive to the new nuclei incorporation. thus, 
at later stages, the incorporation of new myosatellite nuclei 
is obligatory for maintaining muscle fiber hypertrophy and 
the nuclear domain size [9, 33, 64]. the necessity of myosatel-
lites for muscle hypertrophy development was first shown by 
rosenblatt et al. [9], who observed a decrease in hypertrophy 
under functional overload after averting satellite prolifera-
tion by γ-irradiation. the authors determined that satellite 
cell death under the irradiation and obviation of their nuclei’s 
incorporation into muscle fibers can completely neutralize the 
hypertrophy of rat extensor digitorum longus, soleus, and 
plantaris caused by the removal of synergistic muscles and 
physical training [67]. Mitchell and Pavlath [33] showed that, 
after rat hindlimb suspension and irradiation, the preven-
tion of myosatellite proliferation muscle recovery was normal 
only at the stage where new myonuclei were not necessary, 
but then the process slowed. Kawano et al. [45] showed that, 
during 3 months of reloading young animals suspended for 
3 months, the fiber cross-sectional area did not differ from 
that of the control animals, while the satellites and myonu-
clei number increased. the authors concluded that satellite 
cells were important for soleus growth processes [45]. As was 
shown earlier, the proliferation, differentiation, and fusion 
of myosatellites with muscle fibers are induced by growth 
factor IGF-1 [68]. In the muscle fiber culture, IGF-1 caused 
myosatellite fusion resulting in hypertrophy [62]. the IGF-
1-stimulated hypertrophy was accompanied by an increase 
in DnA content in the muscle fibers and the appearance of 
new myonuclei [69]. the irradiation was shown to decrease 
the hypertrophy of the extensor digitorum longus caused by 
the intramuscular IGF-1 incorporation twice, inasmuch as 
in hypertropy induced by the incorporation of myosatellites 
nuclei into the muscle fibers [70]. these data showed that 
the loading-stimulated increase in the IGF-1 level can cause 

hypertrophy, particularly due to the stimulation of myosatel-
lites proliferation and fusion with the maternal fiber.

Data has appeared recently showing that the myosatellite 
nuclei can incorporate into a fiber under low-intensity chron-
ic training: during low-frequency chronic electro stimula-
tion and voluntary animal activity (“voluntary wheel”) [71]. 
Such a regime of contractile activity usually does not lead to 
working hypertrophy. However, myosin phenotype actively 
shifts to the slow direction. As was shown previously [72], an 
increase in the slow fiber number during the slow-frequency 
stimulation of rat fast muscles cannot be explained by the 
change in the myosin isoforms expression inside a fiber. the 
suppression of myosatellites multiplication prevented by ir-
radiation was established recently to prevent the transforma-
tion of fibers to the slow type during low-frequency chronic 
stimulation [73]. It is of interest that pharmacological stimu-
lation of PPArβ (peroxisome proliferator-activated receptor 
β) is one of the components of the signaling system switching 
myosin isoform expression to the slow type in the myonuclei 
and favors myosatellite fusion with a muscle fiber [74].

thus, the incorporation of myosatellite nuclei (evidently 
with a slow pattern of myosin isoform expression) into muscle 
fiber during prolonged low-frequency stimulation leads to 
myosin phenotype adaptive changes in the skeletal muscle.

MYOSATELLITE CELLS OF SKELETAL MUSCLE DURING 
STRETCH AND STRETCH COMBINED WITH DISUSE
Gravitational unloading is a particular type of muscle con-
tractile activity reduction. A sharp decrease in the electric 
activity of soleus (to the zero level) is observed, as a rule, im-
mediately after support elimination and continues for 2–3 
days of disuse. then electric activity begins its restoration 
slowly and reaches the control level by the 14th day of real or 
simulated microgravity [75]. However, gradually increased 
muscle activity does not prevent muscle atrophy develop-
ment. evidently, the decreased contractile activity has an 
affect alongside with the the significantly declined (to zero 
under microgravity) resistance to muscle contraction ( weight 
bearing), which has a significant influence on atrophy devel-
opment [76]. One approach to studying this factor is chronic or 
repeated passive stretch of the muscle. this stretch compen-
sates for the lack of gravity loading and certainly prevents 
the development of muscle regeneration [77].

the interrelation between stretch and myosatellite acti-
vation in culture was demonstrated in the experiments con-
ducted by tatsumi et al. [78]. resting satellite cells under pe-
riodic stretch activated and entered the cell cycle, probably 
being stimulated by HGF synthesis in the stretched cells. the 
same authors showed that, during a short stretch (1 h) com-
bined with the hindlimb suspension of rats, mechanical stretch 
caused nitric oxide (nO) synthesis. the latter induced HGF 
linked with the muscle fiber surface. HGF binds the c-Met-
receptor of the myosatellite cells, leading to their activation. 
On the other hand, data exist indicating that, during compen-
satory hypertrophy caused by the synergistic-muscle removal, 
myonuclei activation can occur independently from the nOS 
inhibitor [79]. In the model of Wozniak et al. [38], isolated mus-
cle stretch, such as during a single fibers stretch, activated 
myosatellites, which were determined by Brdu incorporation 
into the dividing cell nuclei. In our study, 3 days of simulated 



64 | ActA nAturAe |  VOL. 2  № 2 (5)  2010

reVIeWS

gravitational unloading (hindlimb suspension model) caused no 
change in the satellite cells expressing m-cadherin in rat sole-
us, while 7 and 14 days of disuse caused a 30 and 50% decrease 
in the number of myosatellites, correspondingly, as compared 
to the control. Passive soleus stretch combined with gravita-
tional unloading made it possible to maintain the amount of 
satellites 30% higher than in the control at the 3rd and 7th days 
of disuse, and at the control level until the 14th day of unload-
ing (Fig. 2). We surmised that, after the elimination of the pro-
liferative potential of precursor cells by γ-irradiation, muscle 
fibers partially lose their ability to maintain fiber size during 
stretch combined with disuse. A study of local irradiation of a 
rat shin with a dosage of 2500 rad followed by hindlimb sus-
pension or suspension combined with stretch showed that ir-
radiation did not influence the countermeasure effect of pas-
sive stretch (atrophy prevention, fibers transformation, and 
myonuclei number decrease), which was observed under sus-
pension [80]. recent in vivo experiments demonstrated that 
L-arginine (nO donor) administration under disuse decreased 
muscle atrophy and maintained the number of myonuclei and 

myosatellites at the control level. Moreover, nO-synthetase 
inhibitor, L-nAMe, significantly decreased myosatellite pro-
liferation during stretch combined with animal hindlimb sus-
pension. thus, one can assume that, in the studied model, nO 
significantly influences myosatellites proliferation. However, 
an administration of nO-synthetase blocker did not affect the 
efficiency of maintaining muscle mass during the stretch (see 
the significance of myosatellite proliferation during hypertro-
phy above) [81].

Myotube stretch in culture leads to the release of other 
endocrine factors, including IGF. the studies conducted by 
the Goldspink laboratory [49, 61] showed that, during stretch 
combined with the electro stimulation of the tibialis ante-
rior and during mechanical injury, myosatellite activation 
occurred along with IGF-1 mrnA expression. the authors 
linked the resting myosatellite activation and proliferation 
during muscle stretch to the expression of MGF (the maximal 
expression of the splice-variant MGF was observed in the 
first 4 days after the stretch), while their differentiation and 
fusion with the muscle fibers depended on the subsequent 
IGF-1ea (5–12 days after applying the stretch) [49].

Interestingly, in our studies IGF-1 expression stimulation 
was observed only on the 7th day of stretch combined with 
gravitational unloading, while the myosatellite-cell number 
increased on the 3rd day. the proliferation of these cells dur-
ing stretch combined with disuse can probably be explained 
by the earlier MGF expression. Further studies should shed 
more light on the question.

thus, we can assume that myosatellite proliferation during 
stretch combined with gravitational unloading, which is stim-
ulated by different mechanisms, is unnecessary for prevent-
ing the atrophy of muscle fibers. the myonuclear number 
is probably maintained in this case due to the antiapoptotic 
effect of the stretch. However, the concomitant myosatellite 
activation prevents a decrease in the muscle-regeneration 
potential.

therefore, in this review we have discussed one of the 
most controversial issues surrounding skeletal muscle plas-
ticity: the effect of the contractile activity on the myonuclear 
pool. the perspectives of pharmacological and gene-thera-
peutic regulation of myonuclei apoptosis and myosatellite ac-
tivity are also of importance. nO donors and the recombinant 
analogues of the growth factors as countermeasures to the 
atrophy changes in skeletal muscle during posthypokinetic 
recovery and the rehabilitation of injured athletes need fur-
ther study. 
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Fig. 2. Satellite 
cells in rat m.soleus 
transverse section. 
M-cadherin stain-
ing. (1) “Hindlimb 
suspension 3 
days,” (2) “Hind-
limb suspension + 
stretch 3 days,” 
(3) “Hindlimb sus-
pension 7 days”, 
(4) “Hindlimb sus-
pension +  stretch 
7 days”, (5) “Hind-
limb suspension 14 
days”, (6) “Hind-
limb suspension + 
stretch 14 days”, 
(7) Control. 
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ABSTRACT A bioinformatic and phylogenetic study has been performed on a family of penicillin-binding proteins 
including D-aminopeptidases, D-amino acid amidases, DD-carboxypeptidases, and β-lactamases. Significant homol-
ogy between D-aminopeptidase from Ochrobactrum anthropi and other members of the family has been shown and 
a number of conserved residues identified as S62, K65, Y153, N155, H287, and G289. Three of those (Ser62, Lys65, and 
Tyr153) form a catalytic triangle – the proton relay system that activates the generalized nucleophile in the course of 
catalysis. Molecular modeling has indicated the conserved residue Lys65 to have an unusually low pKa value, which 
has been confirmed experimentally by a study of the pH-profile of D-aminopeptidase catalytic activity. The resulting 
data have been used to elucidate the role of Lys65 in the catalytic mechanism of D-aminopeptidase as a general base 
for proton transfer from catalytic Ser62 to Tyr153, and vice versa, during the formation and hydrolysis of the acyl-
enzyme intermediate.
KEYWORDS D-aminopeptidase, penicillin-binding protein family, bioinformatic analysis, catalytic mechanism.

INTRODUCTION
D-aminopeptidase from Ochrobactrum anthropi possesses 
a unique structural organization, high stereospecificity, and 
shows catalytic activity towards a wide range of D-alanine de-
rivatives [1]. It is a member of the serine hydrolases superfami-
ly and acts as a homodimer, with each subunit consisting of 
three structural domains. One of those – a catalytic domain – 
has the so called β-lactamase fold [2]. Sequence comparison has 
revealed a strong evolutionary relationship of D-aminopepti-
dase with DD-carboxypeptidase and β-lactamase [3].

the catalytic mechanism of D-aminopeptidase has not 
been discussed in the literature; however, suggestions con-
cerning other enzymes of the family – D-amino acid amidase 
from Ochrobactrum anthropi, as well as β-lactamases and pen-
icillin-binding proteins, can be taken into account. Different 
views on the catalytic mechanism of penicillin-binding pro-
teins are presented, and several residues in close proximity 
to the catalytic serine are considered as potential candidates 
for the role of general base in the course of the enzymatic 
reaction [4- 6]. While choosing between them, it is important 
to look at the pH-profile of enzyme activity and possible pK 
shifts of the residue due to its environment, since the general 
base is bound to act in deprotonated form.

It is important that molecular modeling of the deacylation 
step has been performed for reactions catalyzed by DD-pep-
tidase r61 from Streptomyces sp. and class С β-lactamase P99 

from Enterobacter cloacae by means of QM/MM methods [7]. 
It revealed the leading role of the active site tyrosine residue 
in the deacylation of the catalytic serine of those enzymes.

Yet, an analysis of the literature shows that a comprehen-
sive view on the catalytic mechanism of D-aminopeptidase is 
still lacking. In this work, we aim to use bioinformatics and 
molecular modeling to elucidate the role of the Lys65 residue 
in the catalytic triad of D-aminopeptidase from Ochrobac-
trum anthropi.

MATERIALS AND METHODS

Experimental study
D-aminopeptidase was purified according to a procedure 
described earlier [1]. the colorimetric substrate – D-alanine 
p-nitroanilide (D-Ala-pnA) – was produced by Bachem. 
tris(hydroxymethyl)methylamine (tris) of research-grade 
purity produced by SerVA electrophoresis was used to pre-
pare buffer solutions.

Kinetic assays were performed using progress curve anal-
ysis. the studies were carried out in a spectrophotometric 
cuvette of 500 μl and optical path length of 1 cm thermostat-
ed at 25°c. enzymatic hydrolysis was initiated by adding a 
small amount of the enzyme solution to the reaction mixture 
containing the substrate in a concentration approximately 4 
times higher than its K

M
. changes in absorption were reg-
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istered by a Shimadzu uV-1601 spectrophotometer in the 
Kinetics mode at 450 nm. the final levels of absorption were 
not higher than 2 in all of the assays.

to maintain the set pH value in the reaction mixture, the 
enzymatic reactions were carried out in a 0.1 M tris-Hcl 
buffer. A Hamilton Slimtrode pH-sensitive electrode was 
used in the preparation of the buffer solutions.

the progress curves obtained were processed by data lin-
earization in t/ln(p

∞
/(p

∞
-p)) – p/ln(p

∞
/(p

∞
-p)) coordinates, 

where t is time, p – current concentration of the product, and 
p

∞
 – the final concentration of the product. this anamorphosis 

allows to determine the value of the K
M

/V
max

 and 1/V
max

 ratio 
as the line’s slope and y-intercept, respectively. the nonlinear 
regression of the V

max
/K

M
 dependence on pH and the com-

putation of experimental pKa values were performed using 
SciDAVis software [8].

Bioinformatics
Homology search. In all homology search procedures, a se-
quence or structure of D-aminopeptidase from Ochrobactrum 
anthropi (PDB entry 1eI5) was used as a query. 

the sequence-based homology search was carried out 
using the PSI-BLASt [9] algorithm v. 2.2.18 to scan a “non-
redundant” protein sequence database. the resulting sample 
was filtered with a 95% pairwise identity threshold to elimi-
nate redundancy and then aligned using t_coffee [10], mafft 
[11], and probcons [12] joined together by the consistency-
based statistics implemented in t_coffee. 

the structure-based homology search was carried out by 
scanning the PDB protein structure databank using the SSM 
[13] procedure. Hits were discriminated in case of high sec-
ondary structure elements mismatch with the 1eI5 structure. 
the resulting sample of three-dimensional structures was 
aligned using the MuStAnG [14] software.

Bioinformatic analysis. the phylogenetic analysis of se-
quence and structural alignment was performed using the 
phylip package [15]. the phylograms were constructed using 
distance-based methods with the neighbor-joining algorithm. 
the bioinformatic analysis was carried out using the original 
ZeBrA v. 3.2 software with a statistical threshold level of 
2.2×10-43. 

Visualisation. the Jalview [16] program was used to look 
through multiple sequence alignments. Visualization of three-
dimensional structures and a structure-based multiple align-
ment was done using PyMol [17]. Generation of phylogenetic 
trees was done using phylip [15]. Generation of sequence pat-
terns logotypes was done with the WebLogo [18] Internet 
service.

RESULTS AND DISCUSSIONS

Bioinformatic analysis of enzymes homologous  
to D-aminopeptidase
Data related to the penicillin-binding protein family includ-
ing D-aminopeptidases, D-amino acid amidases, and alkaline 
D-peptidases were collected and analyzed. the uniProt pro-
tein sequence database and PDB protein structures databank 
were screened a priori to identify all significant sequences and 
structure-based homologs of D-aminopeptidase. the result-
ing set of 734 sequence homologs and 24 structural homologs 
was sampled and filtered to acquire the most informative set. 
As a result of structural alignment, a significant similarity of 
the active site regions of D-aminopeptidase, alkaline D-pepti-
dases, D-amino acid amidases, and β-lactamases was shown 
for both the sequence and structure levels (fig. 1). 

the following residues were identified as conserved in the 
active site of penicillin-binding proteins using the original 
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Fig. 1. Phyloge-
netic tree based on 
structural alignment 
of penicillin-binding 
proteins and 
primary structure 
motives containing 
important catalytic 
residues: Ser62 
and Lys65 (SXXK), 
Tyr153 ([YS]XN) 
and His287 ([KH]
XG). Leaves are 
named according 
to PDB databank 
accession numbers.
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ZeBrA software developed in our laboratory: 287H, 153Y, 
155n, 289G, 273G, 293G, 270Y, 65K, 224G, 62S, 68t, 294W, 
64S, 151Y, 228I, 60I, and 288G (numbered according to the 
1eI5 structure and sorted in decreasing significance). con-
sidering that the conservation of a residue in a protein struc-
ture indicates an evolutionary pressure on that position and 
thus underlines its functional or structural importance [19], 
we suggest that such residues are important to the D-ami-
nopeptidase catalytic mechanism. A common alpha-beta do-
main identified as a “three-layer sandwich” by cAtH [20] 
structure classification was shown to contain active site resi-
dues in all studied penicillin-binding proteins (fig. 2).

D-aminopeptidase structure analysis
the D-aminopeptidase structure (PDB entry 1eI5) analysis 
reveals a pair of amino acid residues, tyr153 and Lys65, lo-
cated in near proximity and in approximately equal distance 
to the catalytic Ser62’s Oγ atom. All three residues form a 
nearly equilateral triangle in the enzyme active site (fig. 3). 
Such a location of residues implements a special organiza-
tion of the proton relay system when the hydrogen atom of 
the serine’s hydroxyl-group is directed toward the center 
of the triangle and shared among all of the residues of the 
catalytic triad. the specific organization of this catalytic tri-
angle is based on the irregular properties of the Lys65 residue 
capable of accepting a proton in neutral and slightly alkaline 
media, which lends high reactivity to the Ser62 residue at the 
formation of the acyl-enzyme intermediate.

A considerably lower pKa value of the Lys65 residue equal 
to 7.8, compared to the ionization of regular lysine residues 
in proteins with pKa 10-11, was observed upon calculation 

of the ionization properties of D-aminopeptidase active site 
residues by the PrOPKA QSAr method [21]. A high-eval-
uated pKa value of the tyr153 residue equal to 11.85 should 
be noted as well.

Experimental pH-profile of D-aminopeptidase catalytic 
activity
experimental data are in good agreement with the results 
obtained by molecular modeling and shed light on the role 
of the Lys65 residue in the functioning of the catalytic triad. 
the pH-profile of the D-aminopeptidase catalytic activity has 

His287

Tyr153

Lys65

Ser62

Fig. 2. An active site fragment of the structural alignment of 
penicillin-binding proteins – structural homologs of D-ami-
nopeptidase from Ochrobactrum anthropi. Location of four con-
served active site residues — Ser62, Lys65, Tyr153, His287—
conserved in D-aminopeptidase, as well as in other members of 
the family, is shown.

Fig. 3. Stereo view of the D-aminopeptidase active site and 
spatial organization of catalytic triad. The S62, K65, Y153, N155, 
H287, and D225 residues are highlighted.
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a bell-shaped form with a pKa value of 7.4 and a pKb value 
of 8.8 (fig. 4). On the basis of the molecular modeling and the 
experimental study, the amino acid residue with a pKa of 7.4 
was referred to Lys65.

Proposed catalytic mechanism of D-aminopeptidase
Just as in the case of other serine hydrolases, the reaction cata-
lyzed by D-aminopeptidase follows a 3-step kinetic scheme 
with the formation of a covalent acyl-enzyme intermediate and 
its subsequent hydrolysis or transfer of the acyl group to an 
external nucleophile. Because of the extremely low pKa value 
of its terminal amino group, the Lys65 residue plays a specific 
role in the D-aminopeptidase catalytic mechanism (fig. 5): 

Being uncharged at the pH-optimum of the enzymatic 
reaction, the Lys65 residue acts as a general base, while the 
Oγ atom of Ser62 attacks the carbonyl group of a substrate: 
Lys65 assumes a proton from the attacking OH-group when 
the first tetrahedral intermediate is formed at the acylation 
step.

At the decomposition of the first tetrahedral intermediate 
followed by the formation of the acyl-enzyme and release of 
the first reaction product, its leaving group gathers a pro-
ton donated by the OH-group of tyr153, whose acidity is in-
creased due to the proximity of a positively charged Lys65 
residue, and at the same time the formed oxyanion of tyr153, 
being stronger base, captures a proton from the Lys65 resi-
due.

At the deacylation step, the water molecule (or molecule 
of another nucleophile) is activated through the concerted 
action of two bases - tyr153 and Lys65. Protons are trans-
ferred by the proton relay system from the nucleophile to 
tyr153 and from tyr153 to Lys65, and a nucleophilic attack 
occurs, followed by the formation of the second tetrahedral 
intermediate.

At the decomposition of the second tetrahedral intermedi-
ate followed by the release of the second reaction product, 
the Lys65 residue cedes a proton to the Ser62 oxyanion and 
the enzyme returns to its initial state.

Fig. 5. Schematic presentation of acylation (a) and deacylation (b) of the Ser62 residue in the catalytic mechanism of D-aminopepti-
dase: (a) organization of catalytic triad and its role in the formation of the first tetrahedral intermediate followed by the formation of 
acyl-enzyme are shown; (b) nucleophile (water molecule) binding, activation, nucleophilic attack followed by formation of the second 
tetrahedral intermediate and regeneration of a free enzyme are shown.

а

b
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CONCLUSIONS
the bioinformatic and phylogenetic analysis of the penicillin-
binding protein family including D-aminopeptidases was car-
ried out, and the conserved residues were identified. three of 
them – catalytic Ser62, Lys65, and tyr153 – form a catalytic 
triangle – a specific proton relay system that captures/cedes 
a proton in the course of catalytic events and makes possible 
the activation of the generalized nucleophile in the D-amin-
opeptidase catalysis. Molecular modeling showed that a con-
served residue (Lys65) possess an unusually low pKa value, 
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ABSTRACT The conventional vaccines currently being used to deal with influenza are based on a virus obtained in 
chicken embryos or its components. The high variability of the major immunogenic surface proteins – hemaggluti-
nin and neuraminidase–require the development of strain-specific vaccines that match the antigenic specificity of a 
newly emerging virus. Recombinant vaccines based on single viral proteins that could be easily produced in standard 
expression systems are attractive alternatives to traditional influenza vaccines. We constructed recombinant nanosized 
virus-like particles based on a nuclear antigen of the hepatitis B virus. These particles expose on the surface the extra-
cellular domain of the M2 protein of the highly pathogenic A(H1N1) 2009 influenza virus. The methods of production 
of these virus-like particles in Escherichia coli and their purification were developed. Experiments on animals show 
that M2sHBc particles are highly immunogenic in mice and provide complete protection against the lethal influenza 
challenge.
KEYWORDS influenza, vaccine, M2 protein, nanoparticle, HBc antigen.
ABBREVIATIONS M2e – extracellular domain of Influenza virus M2 protein, HBc – nuclear antigen of hepatitis B virus, 
M2sHBc – hybrid protein including M2e of the swine flu virus and HBc, PCR – polymerase chain reaction, , PBS-phos-
phate buffered saline, TMB – tetramethylbenzidine, LD50 – dose corresponding to 50% lethality rate, ELISA – enzyme-
linked immunosorbent assay, FCS – fetal calf serum

INTRODUCTION:
Influenza is the most common viral disease in humans and 
animals. type A influenza viruses vary in their degrees of 
pathogenicity. In recent years, the H5n1strain has caused 
local outbreaks of the disease with a high morbidity rate in 
Southeast Asia. the H1n1 virus originating in swine was be-
hind the flu pandemic that lasted from 2009 to 2010, with an 
unexpectedly high morbidity rate among middle-aged and 
high-risk individuals. Given its large amount of phenotypic 
attributes and its phylogenic origin, the H1n1 virus is akin 
to the virus that was deemed responsible for the Spanish Flu 
epidemic that lasted between 1918 and 1920. these character-
istics provide evidence of a possible return of a highly patho-
genic virus into circulation throughout the human population. 
the current influenza vaccines are based on a virus obtained 
from chicken embryos, or from its components [1]. the high 
variability of the viral surface proteins, hemagglutinin and 
neuraminidase, leads to the appearance of an epidemic strain 
every 1-2 years [2], which requires the development of a 
“standard” strain-specific vaccine at the same rate. 

One of the potential causes of antigen variability in the 
human influenza virus is its recombination (reassertion) with 

animal flu viruses, which can lead to the appearance of a new, 
highly pathogenic recombinant virus unfamiliar to the hu-
man immune system and, therefore, carrying the risk of a 
pandemic. At the same time, the development of a traditional 
vaccine for new strains requires a relatively extended period 
of time (6 to 9 months), during which the appearance of the 
new pandemic-causing strain could claim many casualties. 
As previously stated, the novel pathogenic strain responsible 
for the 2009 pandemic belongs to the H1n1 class, based on 
sequences coding of its hemagglutinin and neuraminidase.

recombinant vaccines are alternatives to traditional meth-
ods, and they are based on specific viral proteins. the for-
mulation of these novel vaccines may be achieved in stand-
ard producing organisms, such as bacteria or yeast. the use 
of recombinant vaccines not only eliminates the industry’s 
dependence on chicken embryos and addresses the general 
safety concerns associated with vaccines based on the whole 
pathogen [3], but also creates an opportunity for the devel-
opment of “universal” vaccines with the use of conservative 
viral proteins. Moreover, this type of approach allows to pro-
duce these vaccines at high speed while “overlapping” the 
antigen properties of several pandemic viruses. 
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W. Fiers et al. (university of Ghent) analyzed the possibil-
ity of developing a universal influenza vaccine based on the 
extracellular domain of the M2 protein of the influenza virus 
[4, 5]. M2 is a small transmembrane protein (97 amino acid 
residues) present in small amounts within the virion, yet it 
is expressed effectively in the infected cells [6, 7]. An impor-
tant property of M2 is the conservation of its sequence. the 
sequence of its extracellular domain (23 amino acid residues), 
M2e, remains practically unchanged for all type A viruses, 
which have been extracted from humans since 1933 [4, 8, 
9]. However, M2 exhibits a low immunogenicity, and after 
infection, the immune response against it is practically not 
activated [10].

the solution to the problem of the low immunogenicity 
of M2 lies in the protein attaching to the nanosized carrier 
particle. Such a nanovaccine, when imitating a pathogen, pos-
sesses high immunogenicity and is effectively recognized by 
the human immune system. W. Friers et al. used virus-like 
particles produced by the HBc antigen of the hepatitis B virus 
as a carrier for the M2e peptide [4, 11]. Mice immunization by 
M2eHBc particles produced in E. coli provided 100% protec-
tion against the lethal influenza infection [4]. Besides the HBc, 
virus-like particles based on the human papilloma virus can 
be used as carriers of the M2e [12], as well as bacteriophages 
Qβ [13], the papaya mosaic virus [14], and the cowpea mosaic 
virus [15]. 

As mentioned above, the sequence of M2e is highly con-
served in all human viral strains of type A influenza; howev-
er, in animal strains it differs significantly [16, 17]. the M2e of 
the swine flu virus A/california/04/2009(H1n1), which was 
responsible for the 2009 pandemic, differs from the M2e of 
the human strain in 4 out of 23 amino acid residues (table 1). 
Such differences may determine the specificity of vaccines 
based on M2e. In this work, we constructed recombinant par-
ticles (M2sHBc-particles) which carry the M2e viral peptide 
of the swine flu A/california/04/2009(H1n1) and showed 
that immunization with such nanoparticles provides full pro-
tection of vaccinated mice against the lethal challenge by 
swine flu virus A/california/04/2009(H1n1). At the same 
time, protection against the avian flu infection, strain A/
Duck/Potsdam1402-6/1986 or human strain A/Pr/8/34, 
proved only partial, which emphasizes the necessity of tak-
ing into account the sequence differences of M2e of influenza 
strains of different origins when developing universal influ-
enza vaccines. 

EXPERIMENTAL PART

Construction of expression vector pQE-M2sHBc and E. coli 
producer strain. 
the gene that codes for the hybrid protein M2sHBc was syn-
thesized using a three-step Pcr. During the first step, the 
portion of the M2HBc sequence was obtained as a result of 
Pcr with the primers M2F3 (c GAA tGG GAA tGc cGt 
tGc AGc GAt AGc AGc GAt GAc cct) and HBc-r2 (A 
GGA tcc tcA GcA AAc AAc AGt AGt ctc cGG AAG) 
and DnA copy of the hepatitis B virus genome as a template. 
During the second step, the obtained fragment was used as 
a template for the Pcr with the primers M2sF1 (GAA Acc 
ccG Acc cGt AGc GAA tGG GAA tGc cGt tGc AGc) 
and HBc-r2. During the third step, a full-sized gene, M2sH-
Bc, was obtained as a result of the Pcr amplification with the 
primers M2sF2 (ctc Atc AGc ctG ctG Acc GAA GtG 
GAA Acc ccG Acc cGt AGc) and HBc-r2. the fragment 
obtained, 525 bp, was digested with the restriction enzymes 
PagI and BamHI, whose recognition sites were entered into 
the sequence of primers M2sF2 and HBc-r2, respectively, 
and cloned into the expression vector pQe60 (Qiagen) using 
sites for ncoI and BamHI. the expression vector pQe-M2sH-
Bc was used in further work. Sequencing verified the absence 
of the Pcr-specified mutations in the synthesized gene.

to obtain the producing strain of M2sHBc, plasmid pQe-
M2sHBc was introduced into the E. coli strain DLt1270 by 
transformation. Strain DLt1270, a derivative of the DH10B 
[18], contained the repressor gene for the lactose operon laci 
integrated into a chromosome.

Isolation and purification of the M2sHBc-particles
Strain DLt1279/pQe-M2sHBc was grown in LB-broth until 
the midpoint of the logarithmic growth phase (OD

600
 = 0.5) at 

37 0c, then IPtG was added to 1mM, and the culture was left 
to continue to grow for 16 hours at 30 0c. cells from the pro-
ducing strain were collected by centrifugation at 3,000 rpm 
for 30 minutes and were re-suspended in a 50 mM tris-Hcl 
buffer pH 8.0, which contained 0.5M nacl, 15mM eDtA, and 
20% sucrose, calculating 1ml of buffer per 50ml of culture. 
cell suspension was treated with lysozyme (1mg/ml) for 15 
min at 4 °c; afterwards, the cells were lysed by sonication. 
Polyethylene glycol (50% weight/volume) was added to the 
lysate solution (1/20 volume) and incubated for 30 min at 
4 °c. next, it was centrifuged for 20 minutes at 13,000 rpm. 

Table 1. Sequence comparison of extracellular domains of M2 proteins of influenza strains of human and animal origins. Amino acids 
that change relative to the human influenza M2e consensus sequence are underlined. 

Host Strain  М2е peptide sequence

Swine/human A/california/04/2009 SLLteVetPtrSeWecrcSDSSD

Human consensus sequence SLLteVetPIrneWGcrcnDSSD

Human A/Pr/8/34 SLLteVetPIrneWGcrcnGSSD

Avian A/chicken/Kurgan/05/2005 SLLteVetPtrneWecrcSDSSD

Avian A/Duck/ Potsdam1402-6/1986 SLLteVetPtrnGWecKcSDSSD
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A fifth of the volume of the concentrated solution of ammo-
nium sulfate was added to the supernatant, mixed and left to 
stand for 30 min at 4 °c. the produced protein precipitate was 
suspended in 1ml of the same buffer and precipitated with 
ammonium sulfate a second time under the same conditions. 
the produced precipitate was dissolved in a 1ml 50mM tris-
Hcl buffer with pH 8.0, which contained 0.5 M nacl, 15mM 
eDtA, and 20% sucrose. the obtained preparation of M2sHBc 
particles contained, according to the SDS-PAGe, about 90% 
of the M2sHBc protein with a concentration of ~ 0.5 mg/ml.

Mice Immunization
to study the immunogenicity and the protectivity of the can-
didate vaccine, the immunization scheme was applied with the 
use of the titerMax Gold Adjuvant (Sigma) at first immuniza-
tion and the incomplete Freund’s adjuvant (Sigma) at the fol-
lowing immunizations. Second immunization was conducted 
three weeks after the first, and the third was done the follow-
ing week. the immunization outline is shown in table 2. 

Sera were collected 2 weeks after the third immunization, 
and the antibody titers were determined in the pooled sera of 
mice of each group (3-5 mice). As negative control, the serum 
of nonimmunized mice was used. As positive control, mono-
clonal antibodies to the M2e peptide strain A/Duck/Pots-
dam/1402-6/1986 (H5n2) were used: they were provided 
by P.G. Sveshnikov (russian research center of Molecular 
Diagnostics and therapy).

Synthetic Peptides 
As a standard for the determination of M2e antibody syn-
thetic peptides G-11-1 (SLLteVetPtrneWecrcSDSSD, 
corresponding to M2e of strain A/chicken/Kurgan/05/2005), 
G19 (SLLteVetPtrnGWecKcSDSSD, corresponding 
to the M2e of strain A/Duck/Potsdam1402-6/1986), G26 
(SLLteVetPtrSeWecrcSDSSD, corresponding to the 
M2e of strain A/california/04/2009), and G18 (SLLteVet-
PIrneWGcrcnDSSD, corresponding to M2e of strain A/
Pr/8/34) were used. 

ELISA for the titer determination of specific antibodies 
For eLISA, 96-well plates with a high sorption capacity 
(Greiner, Germany) were covered with synthetic peptides 
G-11-1, G19, G26, and G18 with a concentration of 5 mg/
ml (in the carbonate buffer, pH 9.5-9.6) and kept overnight 
at 4 °c. Plates were treated with a blocking buffer (0.01 M 
PBS pH 7-7.4) with 5% FcS for 1 hour at room tempera-
ture and washed 3 times with PBS-tween. the pooled mice 
sera from each group were analyzed in duplicates. 100 μl of 
2-time serum dilutions were added to the well plates (start-
ing with 1:400) in the blocking buffer then incubated for 1 
hour at room temperature. As a conjugate, rabbit polyclonal 
anti-mice IgG (Abcam, Great Britain) were used in a 1:8,000 
dilution, marked with a horseradish peroxidase. ТМB was 
used as a substrate. the reaction was monitored by uV-Vis 
spectroscopy at 450 nm. the last dilution of the serum, which 
had an optical absorption at least twice higher than that of 
nonimmunized mice, was taken as an antibodies titer.

Viruses and mice infection
For the infection of the animals immunized by the candi-
date vaccines, the following influenza viruses, adapted to the 
mice, were used: A/Duck/Potsdam/1402-6/1986(H5n2), A/
california/04/2009 (H1n1), and A/Pr/8/34 (H1n1). the vi-
rus was administered intranasally in a total volume of 50 μl 
containing 5LD

50
 to mice anesthetized by ether. the animals 

were observed daily after infection. the protective properties 
of the candidate vaccine were evaluated based on two pa-
rameters: determination of body weight dynamics and mice 
survival after infection.

RESULTS AND DISCUSSION

Design and production of M2sHBc nanoparticles
the Hepatitis B nuclear antigen is one of the most effective 
carriers of antigen determinants. Monomers of this protein, 
consisting of 183 amino acid residues, self-assemble into icosa-
hedral particles with a 34 nm diameter, made of 240 subparti-

Table 2. Evaluation of immunogenicity and protectivity of the candidate vaccine based on the M2e peptide of the swine influenza virus. 

Group of 
mice

number 
of mice

First  
immunization 

Second  
immunization

third  
immunization

Influenza virus challenge

A/Duck/
Potsdam/1402-6/1986 

(Н5n2)

A/california/ 
04/2009 (H1n1) A/Pr/8/34

experimental 
(М2sНВс) 60

60 mice with 
titerMax Gold 

Adjuvant  
50 µg/mice s.c.*

60 mice with 
Freund’s incom-
plete adjuvant  
50 µg/mice s.c.

60 mice with 
Freund’s incomplete 

adjuvant  
50 µg/mice s.c.

20 mice
5 LD/50

20 mice
5 LD/50

10 mice
5 LD/50

control 40 PBS PBS PBS 15 mice
5 LD/50

15 mice
5 LD/50

10 mice
5 LD/50

* - subcutaneous injection 
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cles organized in dimeric blocks [19]. two HBc antigen regions 
can be used for the presentation of foreign peptides on the 
surface of the HBc particles – the protein n-terminus and 
the immunodominant loop located between the 75th and 85th 
amino acid residues of the protein [20-22]. Based on our expe-
rience, the introduction of the foreign sequence into the im-
munodominant loop results, in most cases, in the disturbance 
of the assembly and/or the solubility of the particles. there-
fore, as a site for the introduction of the M2e peptide for the 
construction of the hybrid protein M2sHBc, the n-terminus 
of HBc was used. the HBc sequence contains an arginine-rich 
c-terminal domain, which binds viral DnA during the viron 
assembly. When expressed in E. coli, this domain binds bacte-
rial rnA [23], whose presence in the preparation is undesired. 
Since the c-terminal domain (150 – 183 amino acid residues) 
is not necessary for the assembly of the particles [24], it was 
removed and replaced by a cysteine residue, whose introduc-
tion increases the stability of HBc particles [16]. therefore, 
our hybrid protein M2sHBc comprises, starting from the n-
terminus, the sequence of M2e peptide of the swine flu virus 
A/california/04/2009 (H1n1), the sequence of HBc antigen 
from the 4th to 149th amino acid residues, and the c-terminal 
cysteine. 

the gene coding for the hybrid protein M2sHBc was syn-
thesized using three-stage Pcr with the HBc sequence as 
a template. During each stage, the sequences encoding the 
regions of M2e were added to the 5’-end of the synthetic 
gene. the obtained synthetic gene M2sHBc was cloned in 
the expression vector pQe60 (Qiagen) under the control of 
the promoter, inducible by IPtG. the hybrid protein is well 
expressed in E. coli (Figure 1A) and mainly present in the 
soluble fraction. the assembly of M2sHBc in virus-like nano-
particles was confirmed by electron microscopy of a purified 
specimen (Figure 1B). 

Immunogenicity of the M2sHB particles
Mice immunization with the purified preparation of M2sHBc 
particles was done to characterize their immunogenicity and 
protectivity. the test group that consisted of 60 animals was 
immunized subcutaneously, using titerMax Gold Adjuvant 
(Sigma) for the first vaccine introduction, and the Freund’s 
adjuvant (Sigma) for the consecutive immunizations. to test 
the immunogenicity of the candidate vaccine, the mice sera 
were analyzed two weeks after the first and the third immu-

nizations and antibody titers were determined in the pooled 
mice sera from each group (3-5 mice). to perform eLISA, we 
used four synthetic peptides whose sequences corresponded 
to the M2e of the swine flu virus A/california/04/2009, two 
strains of avian flu, and a human strain, A/Pr/8/34. the re-
sults obtained (table 3) show that after three immunizations 
the serum antibodies of isotope IgG are produced in high tit-

Fig. 1. Expression 
and purification of 
М2sНВс particles.
(А) SDS-PAGE 
analysis of protein 
samples. 1 - 
molecular weight 
marker, kDa. 
2 - protein sample 
from the strain 
DLT1270/ pQE-
M2sHBc before 
the induction of 
М2sНВс expres-
sion. 3 - the same 
as in line 2, but 
after 16h induction 
of M2sHBc expres-
sion. 4 - purified 
M2sHBc particles
(В) Electron 
microscopy of 
М2sНВс particles. 

1

26

19

А

B

2 3 4

100 nm

Table 3. Titers of IgG antibodies against M2e in sera of immunized mice. 

Serum samples
titers of antibodies recognizing synthetic M2e peptides

G-26 G-19 G-11-1 G-18

After first immunization 1600 1600 800 800

After third immunization 51200 51200 51200 6400

Positive control (monoclonal antibodies against G19 peptide, clone D2) >51200 >51200 >51200 1600

negative control (sera of nonvaccinated mice) <400 <400 <400 <400
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Fig. 2. Dynamics of body weight of mice after challenge with in-
fluenza virus A/California/04/2009 (H1N1). Data in the control 
are shown for survived mice.

ers. these antibodies bind both synthetic peptides G-26 of 
the swine flu A/california/04/2009 (H1n1), the sequence of 
which matched one in M2sHBc used for the immunization, as 
well as synthetic peptides, the sequences of which correspond 
to the M2e of heterological strains of the avian and human 
influenza. 

Protective action of the candidate vaccine
 In order to evaluate the effectiveness of the vaccine, mice in 
both the experimental and control groups were challenged 
with three influenza strains adapted to mice: A/Duck/Pots-
dam/1402-6/1986 (H5n2), A/california/04/2009 (H1n1), 
and A / Pr / 8 / 34 (H1n1). Viruses were administered intra-
nasally at a dose of 5 LD50. 

Figure 2 shows the body weight loss dynamics of animals 
after infection with 5 LD50 of the swine flu virus A/califor-
nia/4/2009, which could indicate the severity of the disease. 
the weight of the immunized animals dropped after infec-
tion (to 90% of the initial weight), but to a much lesser extent 
than that of mice in the control group (up to 70% of the initial 
weight). these results indicate that immunization with can-
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Fig. 3. Survival of mice immunized with M2sHBc, followed by a 
potentially lethal challenge with different mouse-adapted influ-
enza strains. 
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didate vaccines will not prevent influenza infection, but that 
it will reduce the morbidity. 

the dynamics of mice death after infection with various 
influenza strains are shown in Fig. 3. the results suggest that 
M2sHBc provides complete protection after a triple immuni-
zation. Over the entire period of observation, all of the ani-
mals in this group survived, whereas in the control group of 
mice subjected to these same infection conditions only 12% 
of animals survived. Partial protection against infection was 
observed against influenza strains in which the amino acid 
sequence of the M2e peptide differs from the one used in 
the preparation for immunization. thus, 60% of immunized 
animals survived upon infection with the avian flu A/Duck/
Potsdam/1402-6/1986 as opposed to 12% in the control group 
(statistical significance P <0.006, Fisher test). When infected 
with a “human” influenza strain A/Pr/8/34, the survival 
rate of animals was 40% in the experimental group and 20% 
in the control. 

Prospects for the development of universal influenza vac-
cines based on M2e
the conservation of an amino acid sequence of the M2 protein 
has become a basis for the development of a universal influ-
enza vaccine. Since practically all type A influenza viruses iso-
lated from the human population have the same sequence of 
M2e, the prospects for the creation of such a vaccine are real 
[5]. However, strains of animal origin, such as the “swine flu” 

virus, that have appeared in recent years have differences in 
the M2e peptide sequence, and, as shown through our results, 
the effectiveness of an M2e-based vaccine against heterolo-
gous strains of influenza is lower. One of the ways to create 
a M2e vaccine effective against a wide range of influenza 
strains, both human and animal, can be through the inclusion 
of several copies of M2e peptide sequences corresponding to 
different types of M2e into the M2sHBc particles.

CONCLUSIONS
the purpose of this study was to develop a recombinant can-
didate vaccine against a new, highly pathogenic strain of the 
influenza A virus: the swine flu H1n1. We used an approach 
intended to design a nanovaccine in which an extracellular 
domain of the M2 protein of the influenza virus was intro-
duced on the surface of the virus-like particles formed by a 
nuclear antigen of hepatitis B. Our data show that the hybrid 
protein M2sHBc was efficiently expressed in E. coli and self-
assembled in nanosized virus-like particles. Mice immuniza-
tion with M2sHBc particles generates an effective immune 
response against M2e, and it ensures immunity against an 
influenza virus strain that has an identical M2e peptide se-
quence. thus, M2sHBc particles can be used as a basis for the 
development of a recombinant vaccine against the modern 
pandemic swine flu H1n1 and other viruses whose appear-
ance is expected in the coming years. 

reFerenceS
nicholson K., Webster r., Hay A. textbook of Influenza. Oxford: 1. 
Blackwell Science, 1998.
Webster r., Bean W., Gorman O., chambers t., Kawaoka Y. // 2. 

Microbiol. 1992. rev. 56. P. 152–179.
Webby r., Perez D., coleman J., et al. // Lancet. 2004. V. 363. 3. 

P. 1099–1103.
neirynck S., Deroo t., Saelens x., et al. // nat. Med. 1999. V. 5. 4. 

P. 1157–1163.
Schotsaert M., De Filette M., Fiers W., Saelens x. // expert rev 5. 

Vaccines. 2009. V. 8(4). P. 499–508.
Lamb r., Zebedee S., richardson c. // cell. 1985. V. 40. P. 627–633.6. 
Pinto H., Holsinger J., Lamb A. // cell. 1992. V. 69. P. 517–528.7. 
Fiers W., De Filette M., Birkett A., neirynck S., Min Jou W. // 8. 

Virus res. 2004. V. 103. P. 173–176.
Ito t., Gorman, O., Kawaoka Y., Bean W., Webster, r. // J. Virol. 9. 
1991. V. 65. P. 5491–5498.

Feng J., Zhang M., Mozdzanowska K., et al. // Virol. J. 2006. V. 3. 10. 
P. 102. 

De Filette M., Min Jou W., Birkett A., et al. // Virology. 2005. 11. 
V. 337 (1). P. 149–161.

Ionescu r., Przysiecki c., Liang x., et al. // J. Pharm. Sci. 2006. 12. 
V. 95 (1). P. 70–79. 

Bessa J., Schmitz n., Hinton H., et al. // eur. J. Immunol. 2008. 13. 
V. 38 (1). P. 114–126. 

Denis J., Acosta-ramirez e., Zhao Y., et al. // Vaccine. 2008. V. 26 14. 
(2728) P. 3395–3403. 

Meshcheriakova Iu.A., el’darov M.A., Migunov A.I. et al. // Mol. 15. 
Biol. (Mosk). 2009. V. 43 (4). P. 741-750.

De Filette M., Fiers W., Martens W., et al. // Vaccine. 2006. V. 24 16. 
(4446) P. 6597–6601.

tompkins S., Zhao Z., Lo c., et al. // emerg. Infect. Dis. 2007. V. 13 17. 
(3) P. 426–435. 

Grant S., Jessee J., Bloom F., Hanahan D. // Proc. natl Acad. Sci. 18. 
uSA. 1990. V. 87. P. 4645–4649. 

Wynne S., crowther r., Leslie A. // Mol. cell. 1999. V. 3. P. 19. 
771–780.

Kratz P., Bottcher B., nassal M. // Proc. natl. Acad. uSA. 1999. 20. 
V. 96. P. 1915–1920.

Murray K., Shiau A.L. // Biol. chem. 1999. V. 380. P. 277–283.21. 
Pumpens P., Grens e. // Intervirology. 2001. V. 44. P. 98–114.22. 
Wingfield P., Stahl S., Williams r., Steven A. // Biochemistry. 23. 

1995. V. 34. P. 4919– 4932.
Zheng J., Schodel F., Peterson D. // J. Biol. chem. 1992. V. 267. 24. 

P. 9422–9429.



reSeArcH ArtIcLeS

 VOL. 2  № 2 (5)  2010  | ActA nAturAe | 77

Effects of Myosin “Essential” Light Chain 
A1 on the Aggregation Properties of the 
Myosin Head

D. I. Markov1, O. P. Nikolaeva2, D. I. Levitsky1,2 *
1 Bach Institute of Biochemistry, Russian Academy of Sciences 
2 Belozersky Institute of Physico-Chemical Biology, Lomonosov Moscow State University
*E-mail: levitsky@inbi.ras.ru
Received 24.05.2010

ABSTRACT We compared the thermal aggregation properties of two isoforms of the isolated myosin head (myosin sub-
fragment 1, S1) containing different “essential” (or “alkali”) light chains, A1 or A2. Temperature dependencies for the 
aggregation of these two S1 isoforms, as measured by the increase in turbidity, were compared with the temperature 
dependencies of their thermal denaturation obtained from differential scanning calorimetry (DSC) experiments. At 
relatively high ionic strength (in the presence of 100 mM KCl) close to its physiological values in muscle fibers, we 
have found no appreciable difference between the two S1 isoforms in their thermally induced aggregation. Under 
these conditions, the aggregation of both S1 isoforms was independent of the protein concentration and resulted from 
their irreversible denaturation, which led to the cohesion of denatured S1 molecules. In contrast, a significant differ-
ence between these S1 isoforms was revealed in their aggregation measured at low ionic strength. Under these condi-
tions, the aggregation of S1 containing a light chain A1 (but not A2) was strongly dependent on protein concentration, 
the increase of which (from 0.125 to 2.0 mg/ml) shifted the aggregation curve by ~10 degrees towards the lower tem-
peratures. It has been concluded that the aggregation properties of this S1 isoform at low ionic strength is basically 
determined by intermolecular interactions of the N-terminal extension of the A1 light chain (which is absent in the 
A2 light chain) with other S1 molecules. These interactions seem to be independent of the S1 thermal denaturation, 
and they may take place even at low temperature. 
KEYWORDS myosin subfragment 1, “essential” light chains, aggregation, thermal denaturation, differential scanning 
calorimetry

INTRODUCTION
cyclic interaction of the heads of myosin molecules with 
actin filaments accompanied by AtP hydrolysis underlies 
the molecular mechanism of biological motility in its various 
forms (from the events of intracellular transport to muscle 
contraction). It has been revealed that the myosin head is an 
example of a molecular motor which is able to fulfill its func-
tions even when isolated [1]. A single myosin head, which is 
usually referred to as subfragment 1 (S1), is composed of two 
major structural domains known as the motor (or catalytic) 
domain and the regulatory domain. the motor domain is a 
globular structure containing both the AtPase active site 
and actin-binding site, whereas the regulatory domain is a 
long α-helix stabilized by noncovalent interactions with two 
other polypeptides, which are also known as essential and 
regulatory myosin light chains [2]. the present concept of the 
myosin motor function includes the rotation of the regulatory 
domain relative to the motor domain. During this rotation, 
the regulatory domain acts as a “lever arm” which amplifies 
and transmits conformational changes occurring in the motor 
domain during AtP hydrolysis. It has also been shown that 
the length of the “lever arm” (i.e., the regulatory domain) af-
fects the amplitude of myosin head movement along the actin 
filament [3, 4].

the essential light chains associated with the regulatory 
domain of the myosin head are known to have two isoforms (a 
“long” one and a “short” one). Myosin from the cardiac mus-
cle contains only the long light chain, whereas in a smooth 
muscle only the short chain is present. In fast skeletal muscle 
there are two kinds of the light chains, usually referred to 
as alkali light chains and designated A1 and A2 for the long 
and the short isoforms, respectively. these light chains are 
nearly identical, with the only exception being an additional 
n-terminal sequence of extra 41 residues present in A1 iso-
form. this n-terminal extension contains multiple Ala-Pro 
repeats, as well as some lysine residues [5]. the presence of 
the n-terminal extension remains unclear in terms of func-
tion and is subjected to extensive investigation. For example, 
it has recently been shown that mutations in this region tend 
to be associated with a type of severe congenital disorder 
known as hypertrophic cardiomyopathy [6].

S1 prepared by the chymotryptic digestion of skeletal-
muscle myosin lacks the regulatory light chain but does 
contain the essential light chain [7]. Since the myosin of skel-
etal muscles contains alkali chains of both types, such an S1 
preparation is essentially a mixture of myosin heavy chains 
complexed with either A1 or A2 (S1(A1) and S1(A2), respec-
tively). these S1 species can be separated by means of ion-
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exchange chromatography [7] and used for a comparative 
functional analysis of A1 and A2 light chains, as well as for 
investigating the role of the n-terminal extension in A1. It 
was shown that, at low ionic strength, the S1(A1) affinity 
to actin greatly exceeds that of S1(A2) [8, 9] and n-terminal 
extension is involved in an additional interaction of A1 with 
actin filaments [10–13]. It is noteworthy that this interaction 
is merely observed at a low ionic strength, which is far from 
its physiological value and is shown to decrease markedly at 
120 mM ionic strength [9].

Another intriguing feature of A1 n-terminal extension is 
its putative ability to interact with the globular motor domain 
of the myosin head. the possibility of this interaction was 
suggested by one of us more than 15 years ago [14] and was 
subsequently confirmed in works by other authors [15–17]. 
One recent study has revealed an interaction between the A1 
n-terminal extension and the SH3 domain located near the 
n-terminus of the heavy chain (residues 35–80) [17]. the au-
thors hypothesize that such a binding might play a significant 
role in the actin-myosin interaction, facilitating the straight-
ening of the n-terminal extension into an antenna-like struc-
ture which is able to reach the surface of the actin filament.

Another interesting difference between the two S1 iso-
forms was revealed in earlier studies. namely, it was shown 
that, at low ionic strength, S1(A1) aggregates at a substan-
tially lower temperature than S1(A2) [18, 19]. It seems pos-
sible that, due to its semirigid extended structure, the A1 
n-terminal segment can participate not only in intramolecu-
lar interactions, but also in intermolecular interactions with 
the motor domains of other S1 molecules. However, it should 
be noted that all previous experiments on S1 isoforms ag-
gregation were carried out at very low ionic strengths and 
high protein concentrations [18, 19]. unfortunately, nobody 
has undertaken a more thorough investigation of the ther-
mal aggregation of S1 isoforms and the role of A1 n-terminal 
extension in this process. therefore, a reasonable question 
arises: can intermolecular (or intramolecular) interactions 

of A1 n-terminal extension with the S1 motor domain af-
fect S1 thermal aggregation at nearly physiological values of 
ionic strength? this is not a straightforward question, since a 
combined preparation of two S1 isoforms undergoes intensive 
thermal aggregation at the heat shock temperature (43°c) 
under salt conditions close to those in muscle fiber (100 mM 
Kcl) [21]. In order to answer this question, in this study we 
performed a comparative analysis of the temperature de-
pendencies of S1(A1) and S1(A2) aggregation at various ionic 
strengths and protein concentrations. We also compared the 
S1 thermal aggregation profiles with the temperature de-
pendencies of its thermal denaturation obtained by differen-
tial scanning calorimetry (DSc).

EXPERIMENTAL PROCEDURES
S1 was prepared by the digestion of rabbit skeletal myosin 
with α-chymotrypsin [7]. S1(A1) and S1(A2) preparations 
were obtained by ion exchange chromatography on a column 
of SP-trisacryl [22]. S1 concentration was estimated spectro-
photometrically using the extinction coefficient e1% at 280 
nm of 7.5 cm-1. the absorption spectra of S1 isoforms were 
recorded on a cary-100 spectrophotometer (Varian Inc.).

the temperature dependencies of S1-isoform aggregation 
were registered as an increase in the apparent optical density 
at 350 nm. the measurements were conducted on a cary-
100 spectrophotometer (Varian Inc.) equipped with a Biomelt 
thermostatted cell holder. the S1 samples were heated at a 
constant rate of 1 °c/min from 25 °c up to 65 °c. All meas-
urements were carried out in a 20 mM Hepes-KOH buffer 
(pH 7.3) containing 1 mM Mgcl

2
 in the presence or absence of 

100 mM Kcl.
thermal denaturation studies on S1(A1) and S1(A2) were 

carried out by means of DSc on a DASM-4M differential 
scanning microcalorimeter (Institute for Biological Instru-
mentation, russian Academy of Sciences (rAS), Pushchino, 
russia) as described earlier [21, 23, 24]. Samples containing 
S1 isoforms (1.5 mg/ml) were heated at a 1 oc/min rate from 
15 °c to 75 °c in a 20 mM Hepes-KOH (pH 7.3) containing 
1 mM Mgcl

2
 in the presence or absence of 100 mM Kcl. In 

order to check the reversibility of thermal denaturation after 
the first scan and subsequent cooling, protein samples were 
reheated. the thermal denaturation of both S1 isoforms was 
fully irreversible. 

RESULTS AND DISCUSSION 
First of all, we were able to reproduce our longstanding re-
sults [19] comparing the thermal aggregation profiles of the 
two S1 isoforms at a high protein concentration (1 mg/ml) 
and a low ionic strength (in the absence of Kcl). Figure 1 
shows that, under these conditions, the S1 isoforms substan-
tially differ in the character of their thermal aggregation: 
S1(A1) aggregates at a much lower temperature than S1(A2) 
does. this difference between the isoforms becomes less pro-
nounced at lower protein concentrations as is seen in Fig.1. 
under these conditions, the half-maximum of increase in op-
tical density for S1(A2) remains nearly the same (52–53 °c), 
while this parameter for S1(A1) shifts from 42.5 to 50 °c 
as the protein concentration is decreased from 1 mg/ml to 
0.125 mg/ml. thus, a decrease in protein concentration at low 
ionic strength strongly affects S1(A1) thermal aggregation. 

A
35

0

Temperature, °С

S1(A1)
        0.125 mg/ml
        1.0 mg/ml
S1(A2)
       0.125 mg/ml
       1.0 mg/ml

Fig.1. Temperature dependencies of the S1(A1) and S1(A2) 
thermal aggregations measured as an increase in apparent opti-
cal density at 350 nm at high (1 mg/ml) and low (0.125 mg/ml) 
protein concentrations. Other conditions are as follows: 20 mM 
Hepes, pH 7.3, 1 mM MgCl

2
. 
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At the same time, the thermal aggregation of S1(A2) does not 
exhibit a strong dependence on protein concentration.

In subsequent experiments, we compared the normalized 
temperature dependencies of S1(A1) and S1(A2) aggregation 
obtained at different protein concentrations in the absence or 
presence of 100 mM Kcl with the DSc profiles, which reflect 
thermal denaturation of the S1 isoforms under the same con-
ditions. It is important to note that all the experiments were 

performed at the same heating rate (1 °c/min) and under 
similar salt conditions. However, the protein concentration 
remained constant (1.5 mg/ml) in DSc experiments, since 
earlier it had been shown that the variation in the protein 
concentration in the range of 0.5–2.0 mg/ml does not affect 
the temperature maximum of S1 heat-sorption curves [19]. 
therefore, a comparison of the temperature dependencies of 
thermal denaturation and aggregation seems reasonable. 
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Fig. 2. Thermal denaturation and aggregation of isoforms S1(A1) (A–C) and S1(A2) (A`–C`). (A, A`) DSC curves obtained in the 
presence or absence of 100 mM KCl. (B, B`, C, C`) normalized temperature dependences of thermal aggregation of S1 isoforms ob-
tained at various protein concentrations marked in each plot in the absence of KCl (B, B`) or in the presence of 100 mM KCl (C, C`). 
All experiments were performed at a heating rate of 1 °C/min. Other conditions are as follows: 20 mM Hepes, pH 7.3, 1 mM MgCl

2
. 
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the addition of Kcl did not appreciably affect the thermal 
denaturation of both S1 isoforms, shifting the temperature 
maximum of the heat-sorption curve by 1.1 °c towards low-
er temperatures (from 48 to 46.9 °c in the case of S1(A1) or 
from 48.1 to 47 °c in the case of S1(A2); see Figs. 2A and 2A’). 
On the contrary, the salt concentration largely affected the 
thermal aggregation profile of S1(A1) but not S1(A2). If there 
was a low ionic strength, we observed a clear dependence of 
aggregation on the S1(A1) concentration. When the concen-
tration increased from 0.125 to 2.0 mg/ml, the aggregation 
curve shifted by ~10°c towards lower temperatures (from 
~ 50 to ~ 40 °c; Fig. 2B). Such effects were not observed in the 
presence of 100 mM Kcl. In this case, the thermal aggrega-
tion of S1(A1) was almost independent of protein concentra-
tion: when the concentration of S1(A1) increased from 0.125 
to 1.0 mg/ml, the temperature of the half-maximum increase 
in optical density was constant and equal to 52 ± 0.5 °c (Fig. 
2c). In the case of S1(A2), heat aggregation was independent 
of both protein concentration and ionic strength (Figs. 2B`, 
2c`) and did not differ from S1(A1) aggregation at a high ionic 
strength (Fig. 2c).

From a comparison of thermal aggregation curves for S1 
isoforms and the DSc profiles, which reflect their thermal 
denaturation, some conclusions can be drawn. First of all, the 
aggregation of S1(A2) is a result of its thermal denaturation. 
It seems possible that thermal denaturation of its more ther-
mostable motor domain [14, 19] is responsible for the aggrega-
tion, since the denaturation of this domain has been shown to 
limit the aggregation of S1(A2). this is also applicable to the 
S1(A1) thermal aggregation at a high ionic strength (Fig. 2c). 
However, S1(A1) aggregation at a low ionic strength appears 
to be different (Fig. 2B), because it is characterized by the 
absence of any correlations between S1(A1) aggregation and 
denaturation. We assume that under these conditions S1(A1) 
aggregation is not determined by the protein thermal dena-
turation and can be at least partially explained by additional 
interactions between the A1 n-terminal extension and other 
S1 molecules. Obviously, the probability of such interactions 
must increase at higher protein concentrations and higher 
temperatures. therefore, this could explain the unusual ag-
gregation profile observed in the case of S1(A1) at low ionic 
strength (Fig. 2B). At high ionic strength, the intermolecular 
interactions of the A1 n-terminal extension should be weak-
ened, which explains the observed similarity between the 
S1(A1) and S1(A2) aggregation profiles in the presence of 100 
mM Kcl (Fig. 2c, 2c`). 

When thoroughly analyzing the S1(A1) aggregation curves 
obtained at low ionic strength (Fig. 2B), one may notice that, 
at high protein concentrations, aggregation starts at relative-
ly low temperatures (below 38 °c). therefore, we can suggest 
that, at low ionic strength, S1(A1) aggregation based on the 
intermolecular interactions of the A1 n-terminal extension 
can occur slowly at a low temperature. Actually, we have ob-
served noticeable opalescence in S1(A1) preparations which 
disappeared after the addition of 100 mM Kcl. (It is notewor-
thy that, in thermal aggregation experiments, these opales-
cent S1(A1) preparations had been preliminarily subjected to 
ultracentrifugation.) these observations were confirmed by  
experimental results shown in Figure 3. As is seen, keeping 
the S1(A1) preparation overnight at 4 °c leads to an increase 

in light scattering in the range of 320–360 nm, i.e. where 
proteins do not absorb (Fig.3, curve 1). the opalescence fully 
disappears after the addition of 100 mM Kcl (Fig.3, curve 2). 
extrapolating from the high wavelength range of the S1(A1) 
absorption spectrum, we were able to deduce the wavelength 
dependence of the sample’s light scattering within the whole 
range of wavelengths (255–360 nm). Subtracting this curve 
(Fig 3, curve 3) from the measured S1(A1) absorption spectra 
yielded curve 4, which corresponds to the S1(A1) spectra with 
no impact of light scattering. the latter was indistinguishable 
from the S1(A1) spectra measured in the presence of 100 mM 
Kcl (Fig.3, curve 2).

the results of this experiment clearly show that S1(A1) 
aggregation based on intermolecular interactions of the A1 n-
terminal extension at low ionic strength can even take place 
during the storage of an S1(A1) preparation in a fridge. this 
aggregation is reversible, because the forming aggregates can 
be easily dissolved at a high ionic strength. At this point, the 
reversible aggregation strongly differs from thermal dena-
turation-induced irreversible aggregation, which is accompa-
nied by the cohesion of denatured protein molecules.

therefore, the described experiments lead to the conclu-
sion that the difference in the aggregation properties of the S1 
isoforms is based on an additional interaction between the A1 
n-terminal extension, which is absent in A2 light chain, and 
other S1 molecules. these interactions occur only at low ionic 
strength and are suppressed at a high ionic strength. these 
interactions take place even at a low temperature, though the 
probability of their formation increases at higher tempera-
tures. to all appearances, these intermolecular interactions 
reflect the ability of the A1 n-terminal extension to bind to 
the motor domain of the same S1 molecule. Such an interac-
tion is supposed to play an important role in the mechanism of 

Wavelength, nm

A

1
2
3
4

Fig. 3. Absorption spectra of a S1(A1) preparation (1 mg/ml), 
stored at 4 °C at low ionic strength (20 mM Hepes, pH 7.3, 1 mM 
MgCl

2
) measured before (1) and after (2) addition of KCl up to a 

concentration of 100 mM. Curve 3 was obtained by extrapolation 
of the long-wavelength part of S1(A1) absorption spectrum into 
its short- wavelength region, and it reflects light-scattering of the 
S1(A1) preparation at low ionic strength in the entire wavelength 
range. Curve 4 was obtained by subtracting curve 3 from curve 1.
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muscle contraction [16, 17]. However, it should be noted that 
all previous studies on the intramolecular interactions of the 
A1 myosin light chain were performed at a low ionic strength 
(~25 mM) [17], which is far from its physiological values. We 
can suggest that the probability of these intramolecular in-
teractions should increase during the AtPase reaction. this 
could be due to the A1 n-terminal extension being brought 
into close proximity with the S1 motor domain, which could 
possibly occur as a consequence of the rotation of the regula-
tory domain relative to the motor domain. this, in turn, would 
decrease the probability of intermolecular interactions of the 
A1 n-terminal segment, which should affect the aggregation 
properties of S1(A1) when intermediate states of the AtPase 
reaction are modeled in an experiment. these assumptions 
need to be experimentally confirmed, which is among the 
goals of future studies in this field. 

CONCLUSIONS 
In this study we have shown that, at a relatively high ionic 
strength (close to that in the muscle fiber), the presence of 
an additional n-terminal segment in the myosin A1 light 
chain does not affect the aggregation properties of the iso-

lated myosin head (S1). under these conditions, S1 thermal 
aggregation follows its thermal denaturation and is caused 
by the cohesion of denatured protein molecules. A noticeable 
influence of the A1 n-terminal segment on the S1 aggrega-
tion is observed only at a relatively low ionic strength. under 
these conditions, the intermolecular interactions of the A1 
n-terminal extension appear to be the main factor underly-
ing the aggregation properties of S1. these intermolecular in-
teractions of the A1 n-terminal segment reflect its ability to 
form intramolecular interactions, which are thought to play 
an important role in muscle contraction. Presumably, under 
certain conditions (e.g., during the AtPase reaction, which 
is accompanied by considerable conformational changes in 
the myosin head), intramolecular interactions of the A1 n-
terminal segment can take place in muscle fibers even at a 
relatively high ionic strength. 
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ABSTRACT The kinetics of the thermal inactivation of recombinant wild-type formate dehydrogenase from Candida 
boidinii yeast was studied in the temperature range of 53–61oC and pH 6.0, 7.0, and 8.0. It was shown that the loss of 
the enzyme’s activity proceeds via a monomolecular mechanism. Activation parameters ∆Н≠ and ∆S≠ were calculated 
based on the temperature relations dependence of inactivation rate constants according to the transition state theory. 
Both parameters are in a range that corresponds to globular protein denaturation processes. Optimal conditions for the 
stability of the enzyme were high concentrations of the phosphate buffer or of the enzyme substrate sodium formate 
at pH = 7.0.
KEYWORDS formate dehydrogenase, Candida boidinii, thermal inactivation, ionic strength, stabilization
ABBREVIATIONS FDH – NAD+-dependent formate dehydrogenase, PseFDH – FDH from Pseudomonas sp.101 bacteria, 
PseFDH GAV – mutant FDH from Pseudomonas sp.101 GAV version, CboFDH – FDH from Candida boidinii yeast 

INTRODUCTION
nAD+-dependent formate dehydrogenase (ec 1.2.1.2, FDH) 
belongs to the superfamily of D-specific dehydrogenases of 
2-hydroxyacids [1]. Because of the simplicity of the catalyzed 
reaction, which is a simple transfer of the hydride ion in the 
active site between the formate and the c4 atom of the nico-
tinamide ring with no acidic-basic catalysis involved, FDH 
is used as a model system for studying the enzyme catalytic 
mechanism of the whole superfamily. 

the most thoroughly studied FDHs are the ones derived 
from bacterium Pseudomonas sp.101 (PseFDH) and from 
yeast Candida boidinii (cboFDH). Studies of both of these en-
zymes started almost simultaneously in the early 1970s. there 
is now a large number of mutant forms of these enzymes [2], 
and their quaternary structure has been determined using 
x-ray analysis [3–5]. Plant FDHs, which are localized in the 
mitochondria, are also an interesting topic for research. Es-
cherichia coli strains which produce recombinant plant FHDs 
from Arabidopsis thaliana and soy glycine max have been 
constructed in our laboratory [6]. crystals of these FHDs were 
obtained very recently, and the structures of the enzymes 
have been mapped [7].

One of the most important characteristics of an enzyme 
is its thermal stability. this is a very important parameter 
for the practical use of an enzyme. We have conducted sys-
tematic studies of the thermal inactivation of the wild-type 
Pseudomonas sp.101 FDH, as well as that of mutant forms of 
this enzyme at various temperatures, pH, and concentrations 
of a phosphate buffer [2, 8]. We were able to show that an 

increase in the solution’s ionic strength causes the observed 
inactivation rate constant to reach its maximum and that an 
elevated (several fold) stability of the enzyme can be observed 
at high concentrations of the phosphate buffer [8]. there are 
no such data for yeast C. boidinii FDH in the available lit-
erature; however, indirect data indicate that the effect of the 
surrounding solution on the stability of cboFDH may be even 
stronger. For instance, the half-time inactivation period of 
the enzyme is a few days during storage at +40С in a 0.1 М 
phosphate buffer, рН7.0; that is why cboFDH samples should 
be stored in 40% glycerol at –200С. However, the enzyme can 
remain activitve for several weeks during the synthesis of L-
tert-leucine at a temperature of 25–300 С in a flow membrane 
reactor [9]. this process involves a high concentration of the 
cboFDH substrate ammonium formate, which suggests that 
the presence of the substrate stabilizes the enzyme. 

the aim of this work was to carry out a systematic study of 
the stability of recombinant wild-type cboFDH at increased 
temperatures and рН 6.0–7.0, as well as at varying concentra-
tions of phosphate buffer and the substrate of the enzyme, 
sodium formate.

EXPERIMENTAL PROCEDURES
For this work we used a preparation of recombinant for-
mate dehydrogenase originating from wild-type Candida 
boidinii yeast. cultivation of E. coli (BL21(De3)/pcboFDH) 
cells expressing the C. boidinii FDH was performed at 25°c 
in 250 ml or 1l shaker flasks with baffles using 50 or 250 ml 
of medium, respectively. the medium consisted of 16 g/l 
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tryptone, 10 g/l of yeast extract, 1 g/l of sodium chloride, 1.5 
g/l of H2naPO4, 1 g/l of HK2PO4, 100 micrograms/ml of 
ampicillin, and 25 micrograms/ml of chloramphenicol. the 
volume of the bacterial inoculate was equal to 10–15% of the 
medium volume. Lactose was used for the unduction of FDH 
biosynthesis and an inducer was added to a final concentra-
tion of 20 mg/ml when absorbance of the cell suspension at 
600 nm (А

600
) reached the value 0.5–0.7 . the cells were then 

grown in maximum aeration overnight. then, the cells were 
spun down on a Beckman J-21 (united States) centrifuge 
at 8000 rpm for 20 minutes at 4°С. recombinant cboFDH 
was then purified according to the standard protocol de-
veloped for Pseudomonas sp.101 FDH [10]. the enzyme pu-
rification procedure involved the destruction of the  10% 
w/v cell suspension in a 0.1 М potassium-phosphate buffer, 
0.02 M eDtA, and рН 8.0 using a Braun Sonic ultrasound 
disintegrator (Germany) at 0°С, the precipitation of some of 
the ballast proteins with ammonium sulfate (35% of satura-
tion), hydrophobic chromatography on a Fast Protein Liquid 
chromatography (FPLc) apparatus (Pharmacia Biotech, 
Sweden) using a column with Phenyl Sepharose Fast Flow 
from the same company, and gel filtration on a Sephacryl 
S200 column. the obtained preparations were at least 95% 
pure as assayed by an analytical gel electrophoresis in a 12% 
polyacrylamide gel in denturating conditions.

Formate dehydrogenase activity assay 
FDH activity was measured spectrophotometrically by moni-
toring the accumulation of nADH at a wavelength of 340 nm 
(ε

340
 = 6220 М-1 cm-1) on a Schimadzu uV 1601Pc spectropho-

tometer at  30°c in a 0.1 М sodium–phosphate buffer, рН 7.0. 
Saturated nAD+ and formate concentrations in the cuvette 
were 1.5 мМ and 0.3 М, respectively. 

Study of the thermal inactivation of recombinant CboFDH 
the thermal stability of the enzyme was assayed in a so-
dium phosphate buffer at a given concentration in the 
0.01–1.5 М (pН 6.0–8.0) range and supplemented by 0.01 М 
eDtA and, depending on the type of experiment, 0.1–2.5 
М of sodium formate. each experiment used a series of 1.5 
ml plastic tubes with 100 microliters of the enzyme solu-
tion (0.2–0.25 mg/ml). the tubes were placed into a pre-
heated water thermostat (53–61°c, accuracy ±0.1°c). the 
tubes were taken out at regular intervals, transferred into 
an ice bath for 5 min, and then spun down for 2 min at 12 
000 rpm in an eppendorf 5415D centrifuge. the remaining 
FDH activity was assayed as described above. the thermal 
inactivation rate constant k

in
 was determined as the slope 

of the plot of a natural logarithm of the remaining activ-
ity value versus time (semilogarithmic coordinates ln(А/
A

0
) – t) using the linear regression method available in the 

Origin 7.0 software package.

RESULTS AND DISCUSSION

Effect of pH on the Thermal Inactivation Rate of Recom-
binant C. boidinii FDH. 
Previous studies of bacterial FDH from Pseudomonas sp.101 
at temperatures above 37°С [2, 8] have demonstrated the fol-
lowing:

(1) the thermal inactivation of the enzyme is irreversible; 
(2) the time-course of  loss of enzymatic activity  fits the ki-
netics of a first order reaction;
(3) the observed first order inactivation rate constant does 
not depend on the concentration of the enzyme, which means 
that the inactivation of bacterial FDH at high temperatures 
is, in fact, a true monomolecular process.

the thermal inactivation of recombinant cboFDH was 
studied at a temperature interval of 53–61°С and pH values 
of 6.0, 7.0, and 8.0. Figure 1 shows the dependence of the re-
maining enzymatic activity  on time at various temperatures 
in a 0.1 М phosphate buffer, рН 6.0.

As can be seen in Fig. 1, the relations are linear in semi-
logarithmic coordinates (ln(A/A

0
) – t). the slope of the 

lines (which is the inactivation rate constant k
in

) does not 
depend on the concentration of the enzyme in a range of 
0.08–1.5-mg/ml. the linear character of the relation between 
the remaining enzymatic activity and time in semilogarithmic 
coordinates and the constant value of the observed inactiva-
tion rate constant at various enzyme concentrations indicate 
that the thermal inactivation of cboFDH, like that of bacte-
rial enzymes, is a monomolecular process, which means that it 
is a single-stage process with no preceding dissociation of the 
dimeric enzyme into its separate subunits. 

A study of the loss of activity of cboFDH at рНs 7.0 
and 8.0 showed that the thermal inactivation of the enzyme 
is also a monomolecular process. table 1 shows the values of 
the observed first-order inactivation rate constants for C. 
boidinii yeast FDH in a 0.1 М sodium–phosphate buffer at 
a varying pH.

Bacterial FDH are notably more stable than cboFDH. For 
instance, at рН 7.0 and 61°С, the inactivation rate constant for 
cboFDH was 2.26 × 10-3 sec-1, while the appropriate constant 
for wild-type PseFDH at this temperature was 1.3 × 10-4 sec-1 
[2], which is almost 20-fold less. 
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Fig. 1. Dependence of CboFDH residual activity on time as plot 
ln(А/А

0
) – t at different temperatures. 0.1M sodium phosphate 

buffer, pH 6.0.
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Activation Parameters of the CboFDH Thermal Inactivation 
Process
the fact that the yeast FDH is inactivated via a monomolecu-
lar process at the studied temperatures and pH range makes 
it possible to use the transition state theory to analyze this 
process. 

According to the trasition state theory, the equation that 
describes the relation between the observed first-order rate 
constant and the temperature can be represented thus:

                 k
k
B B
h

G
RT

k

h
e e
S

R

H

RT= −
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⎝

⎜
⎜
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≠
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where k
B
 and h are the Boltzmann and Plank constants, re-

spectively; R is the universal gas constant, and Т is the tem-
perature in Kalvin degrees; and ∆g≠, ΔH≠, and ∆S≠ are the 
changes of activation energy, enthalpy, and entropy, respec-
tively.

equation (1) can be transformed into the following linear 
form: 
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As can be seen in Fig. 2, the experimentally determined 
dependences between the observed inactivation rate con-
stants and temperature in ln(k

ин
/t) – 1/t coordinates fit into 

straight lines, which means that these relations can be de-
scribed by the trasition state-theory equation. Values of ΔH≠.
were determined from the slope of the lines in Fig. 2.

the value of ∆S≠ can be calculated by approximating the 
line in Fig. 2 onto the zero point of the ordinate axis. However, 
this procedure will result in serious errors, since one has to do 
an approximation to a very large distance, the value ln(k

B
/h) 

must also be subtracted from the value of intercept. the ∆S≠ 
can be obtained much more accurately from the slope of the 
plot relating ∆g≠ and Т according to the following equation:

Δ Δ ΔG H T S≠ ≠ ≠= − .

A calculation of the activation free energy involves the fol-
lowing expression:

ΔG RT
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the values of ∆H≠ and ∆S≠ for three pH values are present-
ed in table 2.

In most cases the inactivation of the enzyme at high tem-
peratures is caused by the denaturation of the protein globule. 
thermal denaturation is a cooperative process, and it must 
be accompanied by increases in both the ∆Н≠ and ∆S≠  values. 
these increases are much larger (tenfold or more) than the 
similar ones seen in chemical reactions, which can be seen for 
the obtained ∆Н≠ and ∆S≠ values for the thermal inactivation 
of cboFDH (table 2). notably, similar values of activation 
parameters were obtained during a study of thermal inacti-
vation for various bacterial formate dehydrogenases [8].

As is clear from these data, pH has a significant effect 
on the thermal inactivation of C. boidinii FDH. the enzyme 
is most stable at рН 7.0. An increase or decrease in the pH 
value causes the rapid destabilization of the protein globule, 
which in turn causes a 3–20-fold increase in k

in
, depending 

on the temperature (table 1). notably, the relation between 
the temperature and k

in
 upon a varying pH is somewhat dif-

ferent. the relation changes quickly at pH 7.0 and is slower 
at pH 6.0 (Fig. 2). this seems to be due to the altered ioni-

Table 1. Observed inactivation rate constants for recombinant 
formate dehydrogenase from c.boidinii in a 0.1M sodium phos-
phate buffer at different pHs.

pH
kin∙106, s-1

53°С 55°С 57°С 59°С 61°С

6.0 539 ± 4 1020 ± 50 2070 ± 80 3800 ± 200 6200 ± 200

7.0 28 ± 1 97 ± 3 370 ± 20 1050 ± 50 2260 ± 90

8.0 290 ± 9 1000 ± 10 2570 ± 40 6350 ± 200 12000 ± 
400

Table 2. Activation parameters for the thermal inactivation of 
CboFDH at different pHs.

pH ∆H≠, kJ·mole-1 ∆S≠, J·K-1mole-1

6.0 280 ± 9 500 ± 30

7.0 500 ± 30 1360 ± 90

8.0 420 ± 30 1240 ± 80
ln

(k
и

н
/

T
)

1/T, K-1

pH 6.0
pH 7.0
pH 8.0

-10

-11

-12

-13

-14

-15

-16

3.00x10-3 3.02x10-3 3.04x10-3 3.06x10-3

Fig. 2. Temperature dependence of the first order inactivation 
rate constant for recombinant wild-type CboFDH at different pH 
values in coordinates ln(k

ин
/T) – 1/T . 0.1М sodium phosphate 

buffer.
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zation of charged groups in the protein globule (such as the 
loss of a positive charge by a histidine residue at рН ≥7.0 or 
the appearance of a positive charge on a histidine residue at 
рН ≤7.0), which leads to a decrease in the number of oppo-
sitely charged groups taking part in electrostatic interactions 
or creates repulsive interactions between residues with the 
same charge. For instance, according to an x-ray analysis, 
the nD1 atom of the His57 residue of cboFDH is located at 
a distance of 2.82 Å from the nZ atom of the amino group of 
the Lys2 residue of the same subunit, and the distance be-
tween the nD1-atom of the His126 residue of one subunit 
and the ne-atom of the guanidine group of the Arg136 of 
another subunit is 3.61 Å (structure 2FSS.PDB). the apo form 
of a cboFDH molecule might contain four electrostatic bonds 
between His residues and the carboxy groups of Asp and Glu 
residues. the distance between the interacting entities is less 
than 4 Å. Moreover, it is important to bear in mind that al-
terations in even a single group’s ionization can cause consid-
erable conformational changes in a protein globule. 

The Dependence of CboFDH Thermal Stability on Concen-
tration of Phosphate Ions
As was mentioned above, electrostatic interactions play a very 
important role in the formation of native protein conformation. 
the effectiveness of these interactions is weakened in solutions 
with a high ionic strength. In order to analyze the effect that 
electrostatic interactions have on the stability of C. boidinii 
yeast FDH, we analyzed the thermal inactivation of the enzyme 
in solutions with varying concentrations of phosphate. We chose 
the phosphate ion because of its large size, which prevents it 
from penetrating the protein globule. therefore, it should only 
disrupt the ionic interactions on the protein surface and thus 
have no effect on the structure of the protein globule itself. For 
comparison, we performed the same analysis with mutant FDH 
from Pseudomonas sp.101 GAV (PseFDH) at pH 8.0.

Figure 3 shows the relationship between the inactivation 
rate constant of the C. boidinii  FDH and the concentration of 
the phosphate buffer at рН 7.0. At first, increasing the ionic 

strength of the solution lowers the stability of the enzyme, 
which can be attributed to an increase in the dielectric per-
mittivity of the solution and the disruption of electrostatic 
interactions. However, a further increase in the salt concen-
tration causes the enzyme stability to increase (approximately 
seven- fold in the overall stabilization). A similar relation is 
seen at рН 8.0; however, the stabilization effect is much more 
pronounced, almost 100-fold.

the effect of high concentrations of the phosphate buffer 
on the thermal stability of recombinant wild-type PseFDH 
has been studied before [8]. For this enzyme, the maximum 
value of the inactivation rate constant was observed at a 
higher concentration of the phosphate buffer (0.2 М), the 
destabilization effect was stronger (two-fold) compared to the 
cboFDH (about 11%), and high concentrations of the phos-
phate buffer (>1 М) did not have any stabilizing effect when 
compared to lower concentrations (0.05 М).

Figure 4 shows the relationship between the inactivation 
rate constant and the concentration of the phosphate ion 
for the mutant FDH from Pseudomonas sp.101, GAV ver-
sion (PseFDH GAV) at pH 8.0 and 61°С. the increase in the 
salt concentration causes only weak stabilization in the case 
of PseFDH GAV: only 3-fold, as compared to 100-fold for 
cboFDH at рН 8.0. However, PseFDH GAV is much more sta-
ble as it is; even a 100-fold increase in cboFDH stability is not 
enough to render it as stable as the bacterial enzyme.

the data on the effect that an increase in the phosphate 
buffer concentration has on the inactivation rate constant 
of the wild-type cboFDH and an analysis of the quaternary 
structure allow us to explain the dramatic stabilization ef-
fect of cboFDH in a 0.1 М phosphate buffer due to the Arg-
178Ser mutation observed in [11]. this substitution increases 
enzyme stability more than three-fold [2]. the mechanism 
behind this stabilization is as follows. two more Arg residues 
are located near the latter residue in positions 174 and 182 
(Fig. 5А). their positively charged guanidine groups are situ-
ated 4.05 Å and 4.78 Å from Arg178, respectively. these are 
relatively large distances, and the repulsive forces will not 
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be too significant in the case of only one pair of positive resi-
dues; however, there are two pairs of such residues, so the 
effectiveness of the repulsion is improved dramatically. the 
Arg178Ser substitution diminishes the electrostatic repulsion 
between the positive charges, and a new hydrogen bond is 
formed between the Arg182 and Ser178 residues (Fig. 5B), 
which is the reason for the high stability of an enzyme with 
this substitution. Increasing the concentration of the phos-
phate buffer masks the positive charges with the negatively 
charged phosphate ions.

A comparison of bacterial, plant, yeast, and fungi FDH 
amino acid sequences indicates that arginine residues which 
correspond to the cboFDH Arg174 and 182 residues are con-
served in all of the above-mentioned enzymes (see Fig. 1 in 
ref. [2]). Moreover, the Arg174 residue is part of the (G/A)
aGirG region, which is a “fingerprint” sequence fo coen-
zyme binding domain in dehydrogenases. An x-ray analysis 
for Pseudomonas sp.101 [3] and Moraxella sp.c2 FDH showed 
that the arginine residue from the signature region (Arg202 in 
bacterial enzymes) is involved in the binding of nAD+, inter-
acting with its pyrophosphate group. It is obvious that substi-
tuting these two conserved Arg residues (especially Arg174) 
should disrupt the enzyme’s catalytic functions. In yeast and 
fungi, the Arg178 residue of FDH is completely conserved. 
However, bacteria and higher plant FDH have either Ala or 
Leu residues, respectively, in the position corresponding to 
Arg178 in the amino acid sequence of cboFDH. the reason 
that nature “chose” to put a disadvantageous arginine resi-
due into this position in yeast and fungi FDH remains unclear, 
and further investigation is needed to provide an answer to 
this question. 

THE DEPENDENCE OF CBOFDH THERMAL STABILITY 
ON SODIUM FORMATE CONCENTRATION 
Formate dehydrogenase is widely used in dehydrogenase 
catalyzed synthesis of chiral compounds as a coenzyme re-
generating catalyst, and high concentrations (up to 2-3 M) 

of formate-ion, substrate of FDH, are used to achive high 
turnover of coenzyme. this is why we decided to examine 
cboFDH thermal inactivation kinetics upon varying sodium 
formate concentrations at two pH values: 7.0 and 8.0 (Fig. 6) 
since these are the values which are most often used for en-
zymatic synthesis processes involving dehydrogenases. As 
can be seen in Fig. 6, the dramatic stabilization of the enzyme 
is observed at high concentrations of sodium formate. this 
effect is especially notable at concentrations of sodium for-
mate reaching 1.5 М. As in the case of the relation between 
the inactivation rate constant and the concentration of the 
phosphate ion, the stabilization effect is more pronounced at 
рН 8.0 than at рН 7.0 (Fig. 6).

А В

Fig. 5. (A) Spatial orientation of amino acid residues Arg174, Arg178, and Arg184 in apo form of formate dehydrogenase from 
c.boidinii (PDB structure 2FSS.PDB). (B). Removal of electrostatic repulsion and the production of a new hydrogen bond in CboFDH 
due to the amino acid change Arg178Ser.
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A comparison of the relations between the inactivation 
rate constants and the phosphate and formate concentra-
tions (Fig. 7A) obtained at рН 7.0 and 61°С shows that formate 
is better than phosphate at stabilizing cboFDH; moreover, 
achieving this stabilization requires much lower concentra-
tions of substrate. However, a recalculation of the phosphate 
concentration for the according ionic strength indicates 
that the relation between the inactivation rate constant and 
ionic strength is identical, and this relation can be described 
as a simple exponent, just as in the case of the formate ion 
(Fig. 7B). this fact suggests a universal cboFDH stabilization 
effect under the influence of ionic strength. the more effec-
tive stabilization in the case of formate is most likely due to 
the fact that the formate ion is smaller and can thus penetrate 
deeper into the protein globule or bind specifically.

the data on cboFDH stabilization at high concentrations of 
formate can be used in practice for the enzymatic synthesis of 
chiral compounds. Moreover, cboFDH can be stored in buffer 
solutions with high salt concentrations at +4°С without a sig-
nificant loss of activity, as compared to the usual conditions, 
–20°С in 40% glycerine. the high salt concentration also low-
ers the concentration of oxygen in the solution, which gives 
the enzyme additional protection from inactivation due to the 

oxidation of sulfhydryl groups of cystein residues. In our case, 
preparations of recombinant wild-type cboFDH were stored 
for 9 months with no loss of activity in a solution of ammo-
nium sulfate (35% of saturated solution) and a 0.1 М phosphate 
buffer, рН 7.0 at a temperature of 4°С. 

In conclusion, we must note that the results of a direct com-
parison between the thermal stability of bacterial and yeast 
FDH, based on a study of inactivation kinetics, are in agree-
ment with the thermal stability data determined for these en-
zymes by differential scanning calorimetry, which were also 
obtained in our laboratory [12] and used the same preparations 
of recombinant cboFDH as those used in this work. 

thus, in this work, the first systematic study of the ther-
mal stability of recombinant C. boidinii  formate dehydro-
genase was performed. the resulting data allowed a direct 
comparison between this enzyme and the FDH from Pseu-
domonas sp.101 bacterium. the obtained data indicate that 
the inactivation mechanism for these enzymes is identical, 
but the effect of the surroundings on their stability differs.  

this work was supported by the Russian Foundation for 
Basic Research (grant № 08-04-01589-а).
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INTRODUCTION
One of the features of cytotoxins (cts, sometimes called 
cardiotoxins) from snake venom is their toxicity to cells of 
various types [1]. cts are small basic proteins from the three-
finger toxin group. the secondary structure of cts consists of 
two β-sheets that have 2 and 3 antiparallel β-strands and is 
stabilized with 4 disulphide bonds. the major differences be-
tween the amino acid sequence and the 3D structure of mem-
bers of this large ct group occur in irregular loop segments, 
primarily in loops I and II. Depending on the presence of the 
conservative residues S28 (S-type) or P30 (P-type) in loop II, 
cts exhibit different functional activities [2]. For a long time, 
cts were believed to interact with the cell membrane in a 
nonspecific way. P-type cts interact with the bilayer more 
actively than S-type cts due to the more hydrophobic loop 
II, resulting in an extended hydrophobic region on the toxin’s 
surface formed by the hydrophobic tips of the three loops. 
the amphiphilic properties of ct molecules (the hydrophobic 
ends of loops I–III are flanked with cationic residues) enable 
their embedding into the lipid bilayer, creating porous defects 
in the membrane [3–6] and leading to the cell death. Several 

models of the mechanism of bilayer damage by ct and lysis 
have been proposed [7]. It was shown later that some cts, 
for instance the ct А3 (Naja atra), can penetrate inside the 
cell and interact with cell organelles, mitochondria [8], and 
lysosomes [9].

the biological activity of cts is very diverse. In particu-
lar, they can modify the function of various membrane pro-
teins, such as protein kinase c (PKc), na+, K+-AtPase, and 
integrins. therefore, the hypotheses about the specific ct 
targets and molecular mechanisms of toxin-membrane in-
teraction are of interest and have been actively discussed [7, 
10–12].

Based on nMr and x-ray data, a search for potential ct 
targets revealed a series of anionic low molecular weight 
ligands (heparin-derived oligosaccharides, AtP derivatives, 
and sulphatide) that interact with certain sites on the toxin’s 
surface [13–17]. Fluorescent spectroscopy studies on lipo-
somes of various composition combined with in vivo experi-
ments using monoclonal antibodies indicate a specific ct 
target—a polar head of a glycolipid sulphatide (hSGc)—
located on the surface of a rat’s cardiomyocyte membrane, 
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which mediates the toxic activity of ct А3 [17]. taking into 
account the fact that cts affect various cell types and that 
toxins effectively lyse model membranes containing no gly-
colipids [5, 18, 19], one can expect ct to be able to interact 
nonspecifically with other anionic membrane lipids, includ-
ing the most common one, phosphatidylserine (PS). Al-
though this lipid is normally localized in the inner leaflet of 
the cell membrane, when the bilayer is damaged in certain 
pathologies, PS is present in the outer leaflet and can be ac-
cessible to ct molecules. Some experimental data indirectly 
support the possibility that there is competition for a site on 
the membrane’s surface between ct and other PS-binding 
molecules (PKc, thionin) [10, 20, 21].

In this work we assumed that PS is a specific target me-
diating ct cell toxicity and studied the interaction of S-type 
(ct I from Naja oxiana) and P-type (ct II from Naja oxiana 
and ct 4 from Naja kaouthia) cytotoxins with palmitoyl oleyl 
phosphatidylcholine (POPc) membranes, including those 
containing PS and SGc. It should be noted that the primary 
structure of ct 4 (N. kaouthia) is identical to that of ct А3 
(N. atra). using fluorescent spectroscopy, we studied the lytic 
activity of the selected cts on liposomes of various compo-
sition. In order to identify sites in a ct molecule capable of 
binding PS, we performed molecular docking simulations of 
the PS polar head using 3D models of toxins active with re-
spect to PS-containing liposomes. Based on the results ob-
tained, we hypothesized that toxins interact with the bilayer 
via a two-stage specific mechanism, the molecular determi-
nants of which are the polar heads of the anionic lipids, which 
interact with specific ct sites.

EXPERIMENT

Fluorescent Spectroscopy: CT Lytic Activity on PS-Contain-
ing Liposomes of Various Composition

ct I and ct II were extracted from N. oxiana venom fol-
lowing the technique described in [22]. ct 4 was extracted 
from N. kaouthia venom using the technique proposed in 
[23] and refined by reverse phase chromatography. the 
toxin’s structure was confirmed by mass-spectrometry us-
ing peptide mapping after the trypsin hydrolysis of the re-
duced pyridylethylated toxin derivative. Liposomes were 
prepared using SGc and PS extracted from bovine brain in 
the Laboratory of Lipid chemistry, Institute of Bioorganic 
chemistry, russian Academy of Sciences (IBc rAS), and 
synthetic POPc (Avanti Polar Lipids, united States). Lipo-
somes of the following composition were prepared: POPc, 
POPc/PS5%, POPc/PS20%, POPc/PS35%, POPc/PS50%, 
POPc/PS70%, POPc/SGc5%, and POPc/SGc50%. Lipid 
solutions in chloroform/methanol (1:1) at appropriate con-
centrations were mixed, evaporated, and dried in vacuum. 
the lipid films were hydrated with a buffer containing 
50 mM tris-НСl (pH 7.8), 30 mM nacl, 4 mM eDtA, and 
100 mM calcein. the suspension was incubated for several 
hours, subjected to 10 freeze/thaw cycles, and then forced 
through a 100-nm polycarbonate filter (nucleoPore, uSA) 
20 times using a mini-extruder (Avanti Polar Lipids, united 
States). the external dye was eliminated by gel filtration 
using a Sepharose СL-4B column equilibrated with a buffer 
containing 50 mM tris-НСl (pH 7.8), 110 mM nacl, and 4 mM 

eDtA. In addition, the activity of ct 4 with respect to SGc-
containing liposomes (POPc/SGc50%) was measured un-
der the conditions described in [6] (buffer: 10 mM tris-НСl 
(pH 7.4), 75 mM nacl; 50 mM 6-carboxyfluorescein (6-cF) as 
fluorophore; lipid/protein ratio (L/P) ~62).

the level of liposome membrane damage by cts was esti-
mated from spectrophotometric measurements of the amount 
of fluorophore released from inside the liposomes, i, upon 
adding an aliquot of the toxin solution into the quartz cuvette  
with the liposome sample. the value of i (%) was calculated 
using the following equation: 

i = 100 x (F – F
0
) / (F

t
 – F

0
),

where F
0
 is the fluorescent signal from liposomes without the 

toxin (background level); F is the fluorescent signal from li-
posomes in the presence of the toxin; and F

t
 is the fluorescent 

signal after the liposomes have been destroyed with a deter-
gent (triton x-100).

the L/P ratio in all experiments was 100, unless otherwise 
stated. the fluorescent signal was measured at 517 nm, with 
excitation at 494 nm, and the spectral slit width for excitation 
and emission was 3 and 5 nm, respectively. For each experi-
ment, the kinetics of the fluorescent signal was monitored (for 
about 40 min) and the final measurements were taken when 
i reached a plateau. For reproducibility control, all measure-
ments were repeated 2–3 times. All measurements were per-
formed at room temperature using HItAcHI F4000 (Japan) 
spectrofluorimeter.

Molecular Docking of PS Polar Head in CT II and CT 4
Molecular docking simulations using GOLD 2.0 software [24] 
were performed to identify PS binding sites on the surface of 
ct molecules.

In our simulations, we used a crystallographic model of 
the 3D structure of ct А3 from N. atra venom (PDB code: 
2BHI) [17] and nMr models of ct II in hydrated state (PDB 
code: 1cB9, models 1, 14 and 18) [25] and in the presence of 
dodecylphosphocholine (DPc) micelles (PDB code: 1FFJ, 
models: 1 and 10) [4].

In order to account for the receptor’s conformational mo-
bility, we used a series of 3D models representing the dy-
namic behavior of the toxins in media of different polarities. 
Starting from experimental toxin models, we obtained rep-
resentative sets of corresponding 3D models of ct 4 and ct 
II by molecular dynamics simulations in aqueous media and 
by Monte carlo conformational search for finding low-ener-
gy states in the presence of the implicit membrane (data not 
published).

the phosphatidylserine polar head (hPS) used in the simu-
lations included all atoms of this lipid’s polar head group with 
СН

3 
groups, instead of fatty acid residues (Fig. 1a). hPS dock-

ing simulations were performed for 16 and 15 spatial models 
of ct 4 and ct II, respectively.

For each ct model, 50 complexes (docking solutions) were 
obtained, among which 10 with the best “gold score” crite-
rion [26] (tOP10) were used for further analysis. thus, for 
ct 4 and ct II, 160 and 150 ТОР10 solutions in total were 
selected, respectively. We made decisions about hPS binding 
sites at ct by analyzing the localization of hPS on the toxins 
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molecule’s surface and the frequency of occurrence of corre-
sponding complexes in the ТОР10 solutions. the hPS surface 
is polar; therefore, hydrogen bonds and electrostatic forces 
contribute most to the lipid-toxin complex energy. the dock-
ing solution sets were analyzed with respect to the number 
and distribution of hydrogen bonds and ionic contacts (those 
with distances between ionic groups below 6 Å) in order to 
identify the key residues involved in the interaction with hPS 
in most of the complexes.

the presence of hydrogen bonds and ionic interactions was 
estimated using the PLAtInuM [27] and GrOMAcS 3.3.1 
[28] software packages.

RESULTS

Fluorescence Measurements: CT-Induced Release of Dye 
from Liposomes 

Dependence of CT activity on a type of minor (5%) anionic 
lipid (PS, SGC). In this work, we estimated the lytic activ-
ity of P- and S-type toxins, namely ct II (N. oxiana), ct 4 
(N. kaouthia), and ct I (N. oxiana) by the amount of organic 
dye calcein released from POPc, POPc/PS5%, and POPc/
SGc5% liposomes. ct I (S-type) shows almost no activity 
with respect to both neutral liposomes (POPc) and those con-

COO¯ NH
3

+

phosphate 
group

glycerol 
residue

fatty acid residues

а b

c d

e f

g h

Fig. 1. (a) 3D model of the PS polar 
head (hPS) used in molecular dock-
ing simulations. Functional groups are 
indicated. (b–h): Molecular docking 
solutions for hPS bound in the M site 
of (b, d) CT 4 and (c) CT II, in the L3 
site of (e) CT II and (f) CT 4, and in the 
L1 site of (g) CT II and (h) CT 4. 3D 
models of the toxins are shown in a 
ribbon representation. The membrane 
binding hydrophobic residues of loops 
I–III (designated with roman numbers), 
backbone and/or side chain atoms 
of the site-forming residues, and one 
of the preferred conformations of hPS 
in the related sites are displayed as 
stick diagrams. To demonstrate the 
diversity of hPS positions in the sites, 
the corresponding locations of the hPS 
phosphate group are also shown in 
stick representation for other docking 
solutions from the TOP10 set. Amino 
acid residues forming the sites are 
marked with a one-letter code, with a 
residue number and a standard color-
ing scheme for the atom types. The 
phosphate group and carbon atoms of 
hPS are pink and cyan, respectively. 
(b) Different positions of hPS in the 
site M_Y51 of CT 4 found among the 
TOP10 docking solutions. A hypotheti-
cal migration path of hPS from the M_
Y51 site towards the M site is shown 
by arrows. The phospholipid bilayer is 
depicted as the shadow region under 
the horizontal line. The location of CT 
4 relative to the membrane’s interface 
(the horizontal line) corresponds to the 
proposed mode of CT binding to the 
lipid membrane.
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taining minor quantities of anionic lipids (PS, SGc) (Fig. 2): 
in all cases intensity of the released calcein, i, was below 5%. 
In experiments with ct II (Р-type), the release intensity of 
dye was higher (compared to the results obtained with ct I), 
average i values being below 10% regardless of the liposome 
composition (Fig. 2).

Fluorescence measurements showed that ct 4 had the 
strongest damaging effect on all the liposome types studied 
(Fig. 2). With this toxin, a clear trend is visible: its activity 
depends on the presence and type of the anionic component 
in the liposome. thus, the value of i for neutral liposomes was 
only ~10%, whereas for SGc-containing vesicles it was 30%. 
the highest ct 4 activity was measured for POPc/PS5% li-
posomes, with dye release reaching 50%. It should be noted 
that there was also a significant difference in the activity of 
individual toxins with respect to the anionic lipids in lipo-

somes. For instance, ct II does not differentiate between PS- 
and SGc-containing liposomes, while the lytic activity of ct 
4 with respect to POPc/PS vesicles is almost twice as high as 
that with respect to SGc-containing ones (Figs. 2 b, d).

It is interesting that we did not find a specific interaction 
between SGc molecules and ct 4 (which is identical to ct 
А3 from N. atra venom). Moreover, when we reproduced the 
experimental conditions described in [6] (see the experiment 
section), the value of i after a few minutes of incubation was 
less than 10%, unlike the >70% reported in [6] (Fig. 2 c). the 
authors of [6] used 6-cF fluorofore, which, due to its lower 
molecular charge, is prone to spontaneously releasing from 
liposomes (A.V. Feofanov, private communication).

CT-induced permeability of POPC liposomes with different 
PS content. We measured i for the interaction of ct I, ct II, 

а

c

b

d

 I,
 %

 I,
 %

 I,
 %

 I,
 %

Time, min

Time, min Time, min

Time, min

СT 4

СT 4

СT A3

СT 4

СT II
СT II

СT II

СT II

СT I СT I

СT I

СT 4

Fig. 2. CT-induced release of fluorescent dye calcein from liposomes of different compositions:  (a) pure POPC; (b) POPC/PS5%, 
and (d) POPC/SGC5% after addition of CT I, CT II (Naja oxiana), and CT 4 (Naja kaouthia). (c) Kinetics of 6-CF fluorescence during 
the initial few minutes after addition of CT II and CT 4. For this measurement, (c) the experimental conditions, such as buffer composi-
tion, fluorophore and lipid/protein concentrations (10/0.16 µM) in the sample correspond to those in [6]. The data for 6-CF release 
induced by CT A3 (Naja atra) reported in [6] are shown as (_ .. _).
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and ct 4 with POPc liposomes containing varying amounts 
of PS (20, 35, 50, and 70%) and studied the dependence of the 
lytic efficiency on the anionic lipid concentration. the lat-
ter turned out to be similar for all three toxins; in particular, 
there was a maximum in i at 20% PS (Fig. 3) for all cts. the 
toxicity trend ct 4 > ct II > ct I stays the same for all lipo-
some types at the given lipid/protein ratio (L/P = 100). the 
lytic effect of ct 4 and, especially, ct II increases drastically 
for liposomes POPc/PS20% (over 90 and 70%, respectively). 
At lower (5%) and higher (35% and more) PS contents, the 
drop in the activity curve i is more pronounced for ct II than 
for ct 4. ct I shows low lytic activity in the entire range 
of PS contents in the liposomes, with a weak maximum at 
PS20% (Fig. 3).

to explain the observed effects, we assumed a uniform 
distribution of PS in the liposomes and calculated the number 
of PS molecules per toxin molecule in liposomes of various 
composition that were 1000 Å in diameter. It appeared that 
the number of PS molecules for liposomes, with respect to 
which cts show the maximum activity, is the same as the 
number of potential binding sites for the lipid head found in 
molecular docking simulations. In the case of complete toxin 
binding at L/P = 100, the liposome charge is compensated in 
the POPc/PS20% liposomes. thus, there are 10–12 PS mol-
ecules (on average, 3.5 PS at the toxin’s binding site) per each 
toxin molecule. there are 50–60 lipids in total per each toxin, 
and 16–18 lipids are located in direct proximity to the contact 
region with toxin.

For comparison, in the POPc/PS5% liposomes, charge 
compensation occurs at very low ct concentrations (L/P 
~300); therefore, at a higher toxin content (L/P = 100), some 
ct molecules may not bind to the membrane. However, even 
if there is complete ct binding to the POPc/PS5% liposome 
surface, there may not be a single PS molecule at the toxin/
lipid contact region (on average, there are 0.8 PS molecules 
per surface area in contact with a toxin molecule).

 

Molecular Docking
As a result of molecular docking simulations of hPS into 3D 
models of ct 4 and ct II, three hPS binding sites (referred 
to further as М, L3, and L1) consisting mainly of conserva-
tive residues were found on the surfaces of both toxins. One 
feature of the complexes that were formed is the multivari-
ant positioning of the ligand in the sites (Fig. 1), which is due 
to the presence of several donor–acceptor groups capable of 
forming hydrogen bonds in both the ligand and the receptor.

The M site. the M site is the most frequently occurring one 
among the ТОР10 docking solutions; it is present in 75 and 
60% of solutions for ct 4 and ct II, respectively (Fig. 4). the 
site M includes a “lysine” cluster (K5, K12, K18, K35) sur-
rounding the polar surface (the site’s bed), which is formed 
by the backbone atoms of the residues L6, r36, G37, c38 and 
Y22 OH-group (Figs. 1c, 1d). In more than 60% of solutions for 
both toxins, there are three or more hydrogen bonds between 
key residues of the site М (K12, Y22, r36, and c38) and hPS 
and, usually, several ionic contacts.

the mobility of side chains of lysine residues makes site M 
compatible with different hPS conformations (Figs. 1c, 1d). 

this site is present in the ТОР10 docking solutions for most 
ct 4 and ct II models, including the toxin structures deter-
mined experimentally.

In contrast to ct II, in the ТОР10 set for ct 4, there is a 
group of solutions (further referred to as М_Y51) in which 
the Y51 residue’s hydroxyl group is involved in binding of the 
lipid head (Figs. 1b, 2d). In most М_Y51 solutions (10 out of 
16 complexes), the hPS tail is oriented towards the tip of loop 
III (Fig. 1b). In the other М_Y51 solutions, the hPS glycerine 
group is oriented towards loop I with fewer hydrogen bonds 
with the ligand. therefore, in this group of solutions, the lig-
and’s position is intermediate between those in the M_Y51 
and М sites. In this case, Y22 is a key residue with which the 
ligand interacts (via the hydrogen bond) during the supposed 
migration from the М_Y51 to the М site (Fig. 1b).

The L3 and L1 sites. In addition to the major (in the number 
of solutions) site М, there are two sites in the ТОР10 set, L1 

%PS

I,
 %

СT 4

СT II

СT I

Fig. 3. Dependence of the CT-induced calcein release, I (%), on 
the PS content (in %) in the POPC liposomes. The fluorescence 
measurements were performed 10 min after the addition of the 
toxins. The values of I are calculated (see the Experiment sec-
tion) and averaged for 2–3 measurements.
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Fig. 4. Distribution histogram of docking solutions for the hPS 
binding sites (М, М_Y51, L3, L1) in CT II (grey) and CT 4 (black) 
molecules. The best scoring solutions (TOP10) for both toxins 
are presented.
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and L3, located on the concave side of the ct molecule sur-
face near loops I and III, respectively. the frequency at which 
these sites occur among the tOP10 docking solutions is dif-
ferent for ct II and ct 4 (Fig.  4).

the L3 site is formed by the bakbone atoms of the P43, 
Y51, c53, and S45 conservative residues, as well as by the 
side chain of the S45 residue. In most of the ct–hPS com-
plexes, P43 and Y51 carbonyl groups and the S45 ОН-group 
fix the position of the ligand’s nH

3
+ group by forming a hy-

drogen bond (Figs. 1e, 1f). In some solutions, the hPS glycer-
ine residue is oriented towards the tips of loops I–III and the 
K44 and K50 side chains are near the hPS phosphate group 
(Fig. 1f).

the site L1 and ct 4/ct II represents a region with high 
electrostatic potential containing side chains of the n4/K4, 
K23, r36, r58/K58, and n60 residues, which form favorable 
electrostatic contacts with hPS. In most docking solutions ob-
tained for ct II and ct, the hPS nH

3
+ group is located near 

the n60 residue, forming a hydrogen bond with the side chain 
carboxyl or carbonyl group (Figs. 1g, 1h). the hPS molecule 
accommodates various orientations with respect to the toxin 
molecule and suggested bilayer, including those correspond-
ing to the lipid position in the bilayer (Fig. 1g).

DISCUSSION
the functional activity of cytotoxins arises from their inter-
action with the cell membrane; however, the mechanism of 
this interaction at the molecular level is still unknown. the 
oligomerisation of cts necessary for forming pores in the 
membrane [5, 6] takes place not in solution, but apparently 
in the vicinity of the membrane; the details of this process 
and the geometry of the supramolecular complex are unclear. 
understanding the initial stages of the toxin-membrane in-
teraction is extremely important for understanding the entire 
mechanism of cytotoxic activity.

the data obtained in this study on the release of calcein 
from the POPc, POPc/PS5%, and POPc/SGc5% liposomes, 
depending on the ct type (Р- or S-), correlate with the hy-
pothesis that the properties of the membrane-binding motif 
(tips of loops I–III) influence the ct lytic activity with re-
spect to the cell membranes. P-type cts are known to more 
actively interact with the bilayer [2, 29, 30]. Indeed, both of 
the Р-type cts studied, ct II and ct 4, demonstrated more 
pronounced lipolytic behavior (on POPc/PS5% and POPc/
SGc5%) than ct I, for which intensity of the released dye did 
not exceed 5%. It has been suggested that, due to the pres-
ence of polar residues in loop II (S28 and D29 in ct I) of the 
S-type cts, their interaction with the bilayer involves fewer 
residues, primarily those of loop I [2, 31]. For identical bilayer 
embedding geometry, the calculated free energy of binding 
is higher for ct I than for ct II [30].

the experiments also showed that all the toxins studied 
were most active with respect to PS-containing liposomal 
membranes, and that the dye-release dependencies on the 
PS content were of dome shape and with the highest lysis in-
tensity for the POPc/PS20% liposomes. An estimation of the 
number of PS molecules in 1000-Å diameter liposomes at L/P 
= 100 suggests that the lysis intensity peak can be reached 
when there are no less than three PS molecules on the sur-
face of the bilayer in contact with the toxin during embed-

ding. under such conditions, the difference in the intensity of 
the released dye for ct 4 and the significantly less active ct 
II is minimal (90 and ~70%) compared to the case of liposomes 
with a PS content other than 20%. We can speculate that the 
optimum PS content for lysis that ensures the involvement 
of all three toxin sites is very important for the efficiency of 
toxin–membrane interaction. the weak response observed 
for the nearly inactive ct I is, perhaps, due to the fact that 
that this toxin does not embed deep enough into the bilayer 
and/or because of the different binding geometry involving 
only one or two loops, resulting in a lower availability of sites 
for binding with PS.

the drastic decrease of the POPc/PS5% lysis efficiency 
indicates that the mechanism that binds the highly basic tox-
in with the anionic membrane includes nonspecific electro-
static attraction. As a result, due to the low membrane charge 
density and too few PS molecules as potential ligands (less 
than one per toxin–membrane contact region), the ct does 
not embed into the bilayer efficiently.

the observed decrease in ct 4 and ct II activity with 
respect to liposomes with PS contents of 35% and higher is 
most likely caused by a change in the bilayer’s properties, in 
particular, by an increase in the lipid packing density near 
the interface. For instance, the formation of mini-clusters of 
PS molecules becomes more probable. According to the data 
of molecular dynamics simulations for bilayers containing 20 
and 50% PS, in the latter case there are twice as many hydro-
gen bonds between PS polar heads near the interface (data 
not published).

the estimated number of PS molecules in the POPc/
PS20% liposomes interacting with cts is the same as the 
number of the toxin PS-binding sites predicted by molecular 
docking simulations. It should be also noted that the embed-
ding of the hydrophobic tips of loops I–III of the toxins stud-
ied into the lipid bilayer has been confirmed by nMr data on 
ct II [4] and ct А3 (N. atra) [6] in micelles.

the M site (residues K5, K12, K18, Y22, r36, and c38), 
presents in most docking solutions, is identical to the sul-
phatide-binding pocket located on the convex side of the 
toxin molecule [17]. Indeed, the results of a chemical modi-
fication of lysine and tyrosine residues suggest that the site’s 
key residues, such as Y22 and K12, significantly influence 
the functional activity of cts [32, 33]. Judging by the number 
of intermolecular hydrogen bonds and ionic contacts in the 
docking solutions, the M site has the best potential for form-
ing a stable complex with the ligand. Formation of the ct A3-
SGc complex in of a membrane-mimicking environment [17] 
indicates that other anionic components in the membrane can 
bind to the M site. At the same time, the superimposition of 
ct docking models, according to the mode by which they are 
embedded into the bilayer, indicates different availabilities 
of the sites for the PS head. For instance, the M site residues 
do not directly interact with the bilayer. In order to reach the 
M site, the lipid molecule must overcome the energy barrier 
so that the acyl part of the lipid will penetrate the polar in-
terfacial zone.

It is interesting that, in the М_Y51 docking models for ct 
4, the lipid binding site assumes a hydrogen bond between 
the lipid nH

3
+ group and ОН groups of both tyrosine residues, 

Y22 and Y51, the phosphate group being near the mem-
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brane’s surface. therefore, we can expect that lipids reach 
the М_Y51 site faster than they reach the M site. Moreover, 
the existence of M_Y51 solutions differing in the involvement 
of the M site’s key residues and the orientation of the lipid’s 
glycerin residue can indicate a possible migration path of the 
lipid head from the М_Y51 site to the M site.

there is no direct experimental evidence of the existence 
of the L3 and L1 sites revealed by docking simulations. On the 
other hand, the L3 site located near loop III has a structure 
similar to that of the M site: the backbone atoms of this site’s 
residues (P43, Y51, and c53) form hydrogen bonds with the 
lipid’s polar head, which is additionally supported by an elec-
trostatic interaction with the ionic groups of lysine residues 
(K44 and K50). recently, a consensus sequence L/PKSSLL 
based on a peptide sequence alignment (related to antibodies 
neutralizing N. atra venom) revealed by phage display has 
been proposed as an epitope involved in the action of ct A3 
from N. atra venom [34]. this epitope corresponds to a frag-
ment of the loop III sequence and contains the L3 site resi-
dues (P43–S45). the L3 site is the least available for PS in the 
bilayer, taking into account the ct-membrane binding mode. 
It is possible that, during later stages of embedding, when 
ct penetrates deeper and this site becomes more available, 
binding an additional lipid strengthens the ct-membrane 
interaction.

In contrast, among docking solutions for the L1 site (a polar 
cluster comprised mainly of charged residues at the base of 
loops I and II) there are models of complexes with hPS in the 
membrane–water interfacial zone (in case ct loops embed 
into the membrane). this indicates the availability of this site 
for the bilayer hPS. there have been reports of nMr studies 
showing that some L1 site residues take part in dAtP bind-
ing [16].

It is interesting to note that just five amino acid substi-
tutions turn ct II into the much more lytically active ct 
4 (Fig. 5); the total charge of the molecule (+9) is the same 
for both cts. It is not surprising therefore that, along with a 
high sequence homology and similar 3D structure, the dock-
ing results for the two cts are also very similar, differing 
only in the frequency at which the sites occur among the 
docking solutions. Four out of five amino acid substitutions 
are localized near the L1 site (more frequently in the case of 
ct II), and three of them—in the areas most important for 
the toxin—are in loops I and II. thus, the positive charge in 
ct II (K4/n4 in ct II/ct 4) is transferred to loop II (H31/
K31 in ct II/ct 4) in ct 4. On the one hand, this disturbs 

loops:
sec.structure:
СT I Naja oxiana

СT II Naja oxina

СT А3 Naja atra

СT 4 Naja kaouthia

Fig. 5. Sequence alignment for CT I, CT II, CT 4, and CT A3. The β-strands are indicated by b. Amino acid substitutions between CT 
A3 and CT 4 are underlined.

the hydrophobic pattern of loop II; on the other hand, lysine 
residues are known to anchor at the interface by interacting 
with the lipid phosphate groups [35], which may reduce the 
protein dissociation constant. A correlation has been found 
between the presence of a positive charge at the tip of loop 
II and ct hemolytic activity [36]. Although the K4/n4 and 
K58/r58 substitutions in toxins are localized relatively far 
from the membrane surface (assuming that the ct embeds 
with the tips of loops I–III), both residues are parts of the 
L1 site and form a hydrogen bond and/or ionic contact with 
the lipid’s serine head in the docking solutions. the S11/Y11 
substitution increases the hydrophobicity of the ct 4’s loop 
I by enabling the coupling of the F10 and Y11 aromatic resi-
dues, which can act as a good hydrophobic anchor. We can 
speculate that, due to the less favorable binding conditions in 
the M_Y51 site (manifested by the absence of this site among 
the ТОР10 solutions for ct II), the availability of the M site 
for the anionic lipid head is less for ct II. the local conforma-
tional differences between ct II and ct 4 can also contribute 
to the rearrangement of the hPS binding locations for the L1 
and L3 sites. At the same time, it is obvious that the simula-
tion data are not sufficient for a qualitative estimation of the 
possible changes of the lipid binding constants for the pre-
dicted sites and, therefore, for a detailed explanation of the 
differences in the ct II and ct 4 activities.

Also, we would like to note that our experiments on the 
release of calcein from the POPc/SGc5% liposomes and re-
producing the experimental conditions described in [6], where 
6-cF was used as fluorophore, did not reveal any high affin-
ity of cts (in particular, ct 4) with respect to SGc, which 
was in disagreement with the data published in [6]. At the 
same time, the existence of the x-ray ct A3-SGc complex 
confirms that various anionic components in the membrane 
can bind to the M site, and experiments with SGc-specific 
antibodies and enzymes reveal a dependence between the ct 
A3 functional activity and the presence of SGc in the mem-
brane [17]. this glycolipid is present in low concentration in 
the outer membrane leaflet of rat cardiomyocytes, hence the 
big interest in SGc as a potential ct target. the low repro-
ducibility of the results achieved on model membranes, in ad-
dition to the importance of technical details (e.g., the nature of 
dye), emphasizes the need to exercise caution when extrapo-
lating to cells the results obtained using model systems. the 
functional activity of a toxin is likely to arise due to a number 
of factors that are not at all limited to the affinity to various 
membrane components.
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In conclusion, based on the data on fluorescence intensity 
of a due released from anionic liposomes with a varying con-
tent of an anionic lipid as a measure of ct 4, ct I, and ct II 
activity, as well as the results of molecular docking of hPS 
into ct 4 and ct II, our hypothesis is that there are specific 
lipid binding sites of various affinities on the toxin surface. 
the concept of a ct binding to the membrane surface in two 
stages (initially via electrostatic and then via hydrophobic in-
teraction), specific complexes of toxin with the anionic lipid’s 

polar heads being the determinants of the process, provides 
qualitative insight into the dependence that the fluorescent 
dye release has on the PS content in the POPc liposomes.  

this work was supported by the Russian Foundation for 
Basic Research and Programs of the Presidium of RAS 

“Molecular and Cell Biology” and “Fundamental Research in 
Nanotechnologies and Nanomaterials.”
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ABSTRACT Stimulation of CD95 (APO-1/Fas) leads to apoptosis induction in multicellular organisms. CD95-mediated 
apoptosis starts with the formation of the protein complex at the receptor CD95 (APO-1/Fas), which was named DISC 
(death-inducing signaling complex). In this work, the composition of the CD95 DISC in two different cell types was 
analyzed using proteomics approaches. Using 2D gels, the composition of the CD95 DISC was analyzed in the so-called 
Type I and Type II cells, which are characterized by different kinetics of apoptosis. The detailed analysis of the CD95 
DISC performed by 2D gels demonstrated that, besides the well-established components of the CD95 DISC, which 
are present in both cell types (CD95, FADD and procaspase-8), there are a number of differential spots detected at the 
CD95 DISC of Type I versus Type II cells. Taken together, this work demonstrates the differential composition of the 
CD95 DISC of Type I versus Type II cells. 
KEYWORDS apoptosis, receptor CD95, 2D-gel electrophoresis

INTRODUCTION 
Apoptotic cell death is common to multicellular organisms 
and can be triggered by a number of factors, including uV- or 
γ-irradiation, chemotherapeutic drugs, growth factor with-
drawal, and signaling from death receptors (1, 2).

the death receptor family comprises the following recep-
tors: tnF-r1, cD95 (APO-1/Fas), Dr3, trAIL-r1, trAIL-
r2, Dr6, eDA-r, and nGF-r (2). It is considered that, for 
efficient signal transduction, death receptors have to form 
oligomers, probably trimers (1-3). the cytoplasmic part of the 
death receptors contains the so-called death domains (DD), 
which play the central role in the transduction of the apop-
totic signal. DDs can undergo homotypic oligomerization with 
other molecules containing DD. In this way, adaptor mole-
cules can bind to the receptors, forming a receptor-signaling 
complex. 

cD95/APO-1/Fas-mediated apoptosis is one of the most 
studied apoptotic signaling pathways (1, 3). the cD95 DISc 
formation occurs within seconds after the binding of cD95L 
to cD95 (3-5). All interactions at the cD95 DISc are based 
on homotypic interactions. First, FADD (Fas-associated DD) 
binds to the DISc via DD interactions. the FADD molecule 
also contains DeD (Death effector domain), which allows 
recruitment of procaspase-8 into the receptor complex via 
DeD interactions. Procaspase-8 undergoes autocalytic acti-
vation at the DISc with the generation of the active form of 
caspase-8 (Fig. 1). this results in the activation of the effec-
tor caspases-3 and -7, which is followed by the cleavage of 
the apoptotic substrates, leading to cell death (2) (Fig. 1).

two cD95 signaling pathways have been identified so far 
(4) (Fig. 1). type I cells are characterized by high levels of 
cD95 DISc formation and increased amounts of active cas-
pase-8, which activates downstream effector caspases-3 and 
-7. type II cells are characterized by lower levels of cD95 

DISc formation and, thus, lower levels of active caspase-8. In 
this case, signaling requires an additional amplification loop 
that involves the cleavage of the Bcl-2-family protein Bid 
by caspase-8 to generate truncated (t)Bid and subsequent (t)
Bid-mediated release of cytochrome c from mitochondria. 
the release of cytochrome c from mitochondria results in ap-
optosome formation, followed by activation of procaspase-9, 
which in turn cleaves downstream effector caspases. Among 
t and B cell lines, type I cells comprise: B cell lines SKW6.4, 
raji, BJABs and t cell line Hut78, as well as peripheral t 
cells. It has been shown that type II cells comprise t cell lines 
ceM and Jurkat (4).

the nature of the different kinetics of caspase-8 activa-
tion at the DISc in type I and type II cells is not established 
yet and, probably, might be due to the different protein 
composition of the cD95 DISc of type I versus type II cells. 
the goal of this study was to verify this hypothesis and to 
compare the protein pattern of the cD95 DISc of type I 
cells versus type II cells with proteomics approaches using 
2D gels. 

 2D gels are based on the separation of proteins in the first 
direction based on their isoelectric point (pI), which is fol-
lowed by the separation of proteins in the second direction 
based on their molecular mass (М

r
) (6). this approach plays 

a very important role in proteomics studies. the 2D gels ap-
proach is also applied with different modifications, which al-
lows to analyze protein complexes of different complexities. 
We used the approach with immobilized pH-gradients (IPG), 
which has been shown to possess high reproducibility (7). In 
this work, we have analyzed the composition of the cD95 
DISc in a pI interval ranging from 3 to 10 and developed con-
ditions for 2D gels in a pI range from 6 to 11. Our work has 
shown different protein compositions of the cD95 DISc im-
munoprecipitated from type I versus type II cells. 
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MATERIALS AND METHODS

Cell lines
the B lymphoblastoid cell line SKW6.4 and the t cell line 
ceM were maintained in rPMI 1640 (Life technologies, Ger-
many), 10 mM HePeS (Life technologies, Germany), 50 μg/
ml Gentamycin (Life technologies, Germany), and 10% fetal 
calf serum (Life technologies, Germany) in 5% cO

2
. 

Antibodies and reagents
Anti-cD95 polyclonal antibodies c20 were purchased from 
Santa cruz Biotechnology (Heidelberg, Germany). cD95L 
was prepared as described in (8). the anti-FADD mAb 1c4 
(mouse IgG1) recognizes the c-terminus of FADD. the anti-
caspase-8 mAb c15 and mAb c5 (mouse IgG2b and IgG2a, 
respectively) recognize the p18 subunit of caspase-8 and 
the p10 subunit of caspase-8 (9). Anti-APO-1 is an agonistic 
monoclonal antibody recognizing an epitope on the extracel-
lular part of cD95 (APO-1/Fas) (10). Horseradish peroxidase-
conjugated goat anti-mouse IgG1, -2a, and -2b were from 
Southern Biotechnology Associates (united Kingdom). [35S]
Met and [35S]Сys were purchased from Amersham. All the 
other chemicals used were of analytical grade and purchased 
from Merck (Germany) or Sigma (Germany). 

Preparation of total cellular lysates
 1 x 108 cells were washed twice in 1 x PBS and subsequently 
lysed in buffer A (20 mM tris/Hcl, pH 7.5, 137 mM nacl, 
2 mM eDtA, 1 mM phenylmethylsulfonyl fluoride (Sigma, 
Germany), protease inhibitor cocktail (roche, Switzerland), 
1% triton x-100 (Serva, Germany) and 10% glycerol) (stimu-
lation condition) or lysed without treatment (unstimulated). 
the total cellular lysates were subsequently analyzed by 
Western Blot. 

DISC analysis by immunoprecipitation and Western Blot
5 x 107 SKW6.4 cells or 7 x 107 ceM cells were treated with 1 
μg/ml of LZ-cD95L at 37°c for the indicated periods of time, 
washed twice in 1 x PBS, and subsequently lysed in buffer A 
(stimulation condition) or lysed without treatment (unstimu-

CD95L
СD95

Type I Type IIFADD

DISC

Procaspases-8/10

Procaspases- 
3/7

Caspase-8

Caspases-3/7

Procaspase-9

Caspase-9

Substrates of apoptosis
Apoptosome

Cytochrome C 

Apoptosis

FLIP
R/L/S

Bid

tBid Bcl-2

Bcl-xl

Figure 1. Scheme of Type I and Type II apoptotic pathways. In the 
CD95 pathway, stimulation with CD95L of CD95 leads to formation 
of the death-inducing signaling complex (DISC), where activation 
of procaspase-8 and procaspase-10 takes place. Caspase-8-me-
diated apoptosis occurs in different ways in type I vs. type II cells. 
Type I cells are characterized by high levels of DISC formation and 
increased amounts of active caspase-8 (left-hand side). Caspase-8 
cleaves and thereby activates the downstream effector cas-
pase-3, caspase-6, and caspase-7. In type II cells, there are lower 
levels of CD95 DISC formation and, therefore, lower levels of 
active caspase-8 (right-hand side). In this case, signaling requires 
an amplification loop that involves the cleavage by caspase-8 of 
the Bcl-2-family protein Bid to generate truncated (t) Bid and a 
subsequent tBid-mediated release of cytochrome C (cyt C) from 
mitochondria. The release of cyt C from mitochondria results in 
apoptosome formation, followed by the activation of initiator pro-
caspase-9, which in turn cleaves downstream effector caspases. 
Type II CD95 signaling might be blocked by Bcl-2 family members 
such as Bcl-2 and Bcl-x

L
. Activation of procaspase-8 at the DISC 

can be blocked by c-FLIP proteins. 

Figure 2. Control of the CD95 DISC formation using Western 
Blot. CD95 DISC formation (1/10 of the amount of protein 
loaded on 2D gels) was analyzed using 1D gels with subsequent 
Western Blot analysis using monoclonal antibodies C15 against 
caspase-8. The position of procaspase-8 (р55/р53) and its 
cleavage products р43/р41, р18, and р10 is indicated.
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lated). the cD95 DISc was immunoprecipitated overnight 
with 2 μg of anti-APO-1 and protein A sepharose beads (11). 
Protein A sepharose beads were washed five times with 20 
volumes of lysis buffer. the immunoprecipitates were ana-
lyzed on the 12% PAGe. Subsequently, the gels were trans-
ferred to the Hybond nitrocellulose membrane (Amersham 
Pharmacia Biotech., Germany), blocked with 5% nonfat 
dry milk in PBS/tween (PBS plus 0.05% tween 20) for 1 h, 
washed with PBS/tween, and incubated with the primary 
antibodies in PBS/tween at 4°c overnight. Blots were devel-
oped with a chemoluminescence method following the manu-
facturer’s protocol (Perkin elmer Life Sciences, Germany). 

Labeling of the cells with [35S]
5 х 107 SKW6.4 cells or 7 х 107 ceM cells were incubated for one 
hour at 370С in rPMI media without methionine and cysteine. 

Afterwards, [35S]Met and [35S]Сys were added to the cells, and 
cells were cultured 24 h before performing the experiments.

2D-gels
to perform isoelectrofocusing (IeF) of the lysates, 10 μλ of 
total cellular lysates were added to 340 μλ of the buffer B (9М 
urea, 2% СНАPS, 18 mМ Dtt, 0.001% bromphenol blue, 0.5 
% IPG buffer (Amersham)) or buffer c (9М urea, 2% nP-40, 
18 mМ Dtt, 0.001% bromphenol blue, 0.5 % IPG buffer (Am-
ersham)). 

to perform isoelectrofocusing (IeF) of the immunoprecipi-
tates, proteins after immunoprecipitation were eluted from 
protein A sepharose beads for 30 minutes at room tempera-
ture using buffer B.

After isoelectrofocusing, IPG stripes were equilibrated for 
20 minutes in the buffer D: 50 mМ tris-Hcl, pH 8.8,6 M urea, 

Figure 3. The 
analysis of the 
CD95 DISC in Type 
I cells (SKW6.4) 
and Type II cells. 
5 х 107 of SKW6.4 
cells were 
stimulated with LZ-
CD95L (а) or left 
untreated (b). 7 
х 107 of СЕМ cells 
were stimulated 
with LZ-CD95L (c) 
or left untreated 
(d). CD95 DISC im-
munoprecipitations 
were analyzed 
using 2D gels in 
the pI range from 
3 to 10. The auto-
radiograms were 
exposed for 4 
weeks. One out of 
three representa-
tive experiments is 
shown. CD95 posi-
tion is indicated. 
All main compo-
nents of the CD95 
DISC are indicated 
with numbers. Dif-
ferential spots are 
shown with a solid 
line. The disap-
pearance of the 
spot is shown with 
a dashed line.

а

c d

b

 Characterized proteins of the DISC
1,2–FADD, САР1 and САР2
4-Procaspase-8 (САР4 = p55) 
3, 5, 6- Cleavage products of procaspase-8 (САР3, 
САР5=p26 and САР6=p24)
7- Caspase-8 (p10) 

 Non-characterized proteins of the DISC

kDa kDa

kDa kDa
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30% glycerol, 65 mМ Dtt, 0.001% bromphenol blue, which 
was followed with the incubation in buffer D containing 2.5% 
of iodoacetamide. Afterwards, IPG stripes were fixed with 
0.5% agarose at 12% SDS-PAGe, which was followed by elec-
trophoresis in the second direction. Afterwards, gels were an-
alyzed using autoradiography or Western Blot. In some cases, 
the gels were stained using the SiverQuest Silver Staining 
Kit from Invitrogen.

RESULTS AND DISCUSSION

Analysis of the CD95 DISC using 2D gels at a pI range from 
3 to 10
to undertake the proteomics analysis of the cD95 DISc com-
position, we selected two cell lines: B lymphoblastoid cells 
SKW6.4 as type I cells and t cell line ceM as type II cells. 
Both cell lines were characterized in detail in previous works 
and were demonstrated to possess typical features of type I 
(SKW6.4 cells) versus type II cells (ceM cells) (4).

to analyze the cD95 DISc composition, SKW6.4 and ceM 
cells were first cultured with [35S]Met and [35S]Сys for one 
day. Afterwards, cells were stimulated with LZ-cD95L. cD95 
DISc was immunoprecipitated using monoclonal antibodies 
anti-APO-1. Anti-APO-1 antibodies recognize the extracel-
lular domain of cD95 and have been used for the cD95 DISc 
immunoprecipitation in previous works (10, 11, 12). Immuno-
precipitates were analyzed using 2D gels.

to control the immunoprecipitation, a tenth of the sample 
which was used for 2D gels was loaded onto the 1D gels and 
controlled using Western Blot and specific antibodies against 
procaspase-8 (Fig. 2). this analysis demonstrated the pres-
ence of procaspase-8, as well as its cleavage products p43/p41 
at the DISc, showing the specificity of the methods used.

the composition of the cD95 DISc after immunoprecipita-
tion was first analyzed using 2D gels with a pI range varying 
from 3 to 10 (Fig. 3). the 2D gel analysis of the cD95 DIScs 
of type I versus type II cells revealed the presence of spots 
with a pI and molecular mass corresponding to the main pro-

teins of the cD95 DISc described in previous works (5, 13). 
the following proteins were detected: cD95, FADD, which 
is present in two forms: cAP1 (cytotoxicity-associated pro-
tein 1) and cAP2 (non-phosphorylated and phosphorylated 
FADD, respectively), procaspase-8 (cAP4) and its cleavage 
products САР3, р26/р24, р18, and р10. In the DISc of both 
type I and type II cells, new non-characterized proteins 
were detected, as can be seen at corresponding 2D gels (Fig. 
3). Interestingly, the molecular masses and pI of the new pro-
teins of the cD95 DISc were different in type I versus type 
II cells, which indicates the differential composition of the 
cD95 DISc in these two cell types. 

Analysis of the CD95 DISC using 2D gels at a pI range from 
6 to 11
Since the resolution of the 2D gels at the region above the pI 
is relatively low, the proteins with basic pIs might not be de-
tected using this approach. therefore, we decided to analyze 
the protein composition of the DISc at a pI range varying 
from 6 to 11.

It was shown that isoelectrofocusing at a pI range varying 
from 6 to 11 is complicated due to the electroosmotic flow of 
water and migration of the Dtt in the direction of the anode 
(14). this makes it difficult to obtain 2D gels of high quality 
at a pI range varying from 6 to 11. therefore, first we had 
to optimize the conditions of isoelectrofocusing in a pI range 
from 6 to 11. First, lysates of SKW6.4 cells were prepared, and 
isoelectrofocusing was carried out using different detergents: 
e.g. cHAPS and nP-40. In addition, different protocols for 
isoelectrofocusing were utilized (Fig. 4). the quality of the 2D 
gels was judged according to the number of spots and their 
resolution.

the detergent cHAPS (Fig. 4а) provided a much better 
resolution in comparison with the detergent nP-40 (Fig. 4b). 
Isoelectrofocusing which was performed in experiments 
presented in Figs. 4a and 4b comprised four regimes: 500V, 
1000V, 3000V, and 8000V. to improve the quality of the 2D 
gels, we also applied conditions for isoelectrofocusing with 
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Figure 4. Optimization of isoelectrofocus-
ing conditions. We performed isoelectro-
focusing of the cellular lysates obtained 
from 107 of SKW6.4 cells. Afterwards, the 
samples were loaded on a 12 % PAGE. 
The proteins were detected using silver 
stain. The composition for the buffers for 
electrofocusing was as follows: (а, c) 9 М 
urea, 2 % СНАPS, 18 mМ DTT, 0.001 % 
bromphenol blue, and 0.5 % of IPG buffer 
from Amersham. (b) 9 М urea, 2 % NP-40, 
18 mМ DTT, 0.001 % bromphenol blue, 
and 0.5 % of IPG buffer from Amersham. 
Isoelectrofocusing has been performed:
(а, b) 12 h - dehydration, 1 h-500 V, 1 
h-1000 V, 1 h- 3000 V, 8000 V until 60000 
Vh. (c) 12 h- dehydration, 1 h -100 V, 1 
h – 150 V, 1 h – 300 V, 1 h – 400 V, 1 h – 
500 V, 1 h – 1000 V, 1 h – 3000 V, 8000 V 
to until 180000 Vh.
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Figure 5. Analy-
sis of the CD95 
DISC in Type I 
cells (SKW6.4) 
and Type II cells 
(CЕМ). 5 х 107 

of SKW6.4 cells 
were stimulated 
with LZ-CD95L (a) 
or left untreated 
(b). 7 х 107 of 
СЕМ cells were 
stimulated with 
LZ-CD95L (c) or 
left untreated (d). 
CD95-DISC was 
analyzed using 2D 
gels in the pI range 
from 6 to 11. The 
autoradiograms 
were exposed for 
4 weeks. One out 
of three repre-
sentative experi-
ments is shown. 
Differential spots 
are shown with a 
solid line. The dis-
appearance of the 
spot is shown with 
a dashed line.

eight regimes of focusing from 100V up to 8000V and a longer 
time of isoelectrofocusing (Fig. 4c). Apparently, these condi-
tions resulted in a much better resolution of the 2D gels (Fig. 
4c). therefore, for the next experiments we used detergent 
cHAPS and conditions for isoelectrofocusing as shown in 
Fig. 4c.

For the comparative analysis of the cD95 DISc of type I 
versus type II cells in this pI range, we also selected SKW6.4 
cells as type I cells and ceM cells as type II cells. experi-
ments were performed similarly as described above for the 
analysis for a pI varying from 3 to 10. the SKW6.4 and ceM 
cells were cultured with [35S]Met and [35S]Сys for 24 hours. 
to induce the formation of the cD95 DISc, cell cultures 
were treated with LZ-cD95L. this was followed by the im-
munoprecipitation of the cD95 DISc using monoclonal an-
tibodies anti-APO-1 and 2D gel analysis at a pI range from 
6 to 11.

the analysis of 2D gels revealed a number of new proteins 
present in the cD95 DISc of type I cells (Fig. 5а), as well as 

in type II cells (Fig. 5b). All proteins with a molecular mass 
of more than 30 kDa are identified with numbers from 1.1 to 
1.7. All proteins with a molecular mass lower than 30 kDa are 
identified with numbers from 2.1 tо 2.7 (Fig. 5). the molecular 
masses and pIs of the new proteins of the cD95 DISc of type 
I and type II cells were different, with the exception of the 
spot 2.5, which was observed in both cell types. therefore, we 
were able to demonstrate that the protein composition of the 
cD95 DISc in type I cells is different from the cD95 DISc in 
type II cells also in a pI range from 6 to 11.

to control the immunoprecipitation, a tenth of the cD95 
DISc immunoprecipitation was loaded on the 1D gel. this 
was followed by Western Blot with the specific antibodies 
against established components of the cD95 DISc as was 
demonstrated in Fig. 2. In addition, we analyzed 2D gels us-
ing Western Blot and we detected the presence of already 
known components of the cD95 DISc: cD95 (Fig. 6а, b) and 
active caspase-8, р10 (Fig. 6c). the comparison of the pI and 
molecular mass of the active caspase-8 at the Western Blot 
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Figure 6. Analysis of the 2D 
gels using Western Blot. 
CD95 DISC, immunopre-
cipitated from SKW6.4, was 
analyzed using 2D gels with 
Western Blot and specific 
antibodies C20 against CD95 
(а), specific antibodies C15 
against caspase-8 (b). The 
position of caspase-8 and 
CD95 is shown at autoradio-
gram (c).
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with spots at autoradiogramms showed that the protein 2.5 
corresponds to the active caspase-8 (Fig. 6d). thus, we, for 
the first time, had established the conditions for 2D gels in a 
pI range varying from 6 to 11 needed to analyze the proteins 
associated with cD95. 

CONCLUSIONS
therefore, the application of 2D gel electrophoresis has al-
lowed us to analyze the composition of the cD95 DISc in 

type I vs. type II cells. notably, 2D gel analysis has revealed 
the differential spots at the 2D gel of type I vs. type II cells, 
which confirms the hypothesis that the differential kinetics 
of caspase-8 activation in type I vs. type II cells is based on 
the different protein compositions of the cD95 DISc. At the 
moment, we are attempting to identify new proteins using 
mass-spectrometry analysis. 
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ABSTRACT The isolation and study of autologous human stem cells remain among the most urgent problems in cell 
biology and biomedicine to date. Induced pluripotent stem cells can be derived from human somatic cells by the over-
expression of a number of genes. In this study we reprogrammed fetal human skin fibroblasts by transduction with 
retroviral vectors carrying murine Oct4, Sox2, Klf4, and c-Myc cDNAs. As a result, cells with the protein expression 
and gene transcription pattern characteristic of human embryonic stem cells were derived. These induced pluripotent 
cells are capable of differentiation in vitro into the ectoderm, mesoderm, and endoderm derivatives.
KEYWORDS induced pluripotent stem cells, reprogramming, retroviral vectors
ABBREVIATIONS ESCs – embryonic stem cells, HEFs – human embryonic fibroblasts, iPSCs – induced pluripotent stem 
cells, PCR – polymerase chain reaction, RT-PCR – reverse transcription-polymerase chain reaction

Induced pluripotent stem cells are a unique model for 
studies in many fields of biomedicine, such as the molecu-
lar basis of human cell pluripotency and reprogramming 

(processes occurring in early embryogenesis) [1]. Broad pros-
pects are opening up for the application of induced pluripo-
tent stem cells in toxicology and pharmacology, as well as in 
regenerative medicine [2–4].

In this work we intended to prepare stable lines of pluripo-
tent cells from human embryonic fibroblasts (HeFs) by their 
transduction with retroviral vectors carrying murine Oct4, 
Sox2, Klf4, and c-Myc genes.

the MA n1 HeF line (ninth week of gestation) was used as 
the starting cell population. the fibroblasts were transduced 
with retroviruses prepared by the cotransfection of the con-
structs pMxs-Oct4, pMxs-Sox2, pMxs-Klf4, and pMxs-c-
Myc carrying the murine Oct4, Sox2, Klf4, and c-Myc cDnAs 
[5] and a plasmid carrying the vesicular stomatitis virus (VSV) 
glycoprotein G (VSV-G) into the cells of the Phoenix HeK293 
packaging line carrying the viral gag and Pol genes. the ret-
roviral vector carrying a pMx-GFP construct (cell Biolabs, 
united States) encoding the green fluorescent protein (GFP) 
was used as the control. About 1 million fibroblasts were used 
in the experiment. two days (48 h) after transduction, the 
cells were seeded onto the feeder (mitotically inactive murine 
fibroblasts treated with mitomycin c) grown in a medium for 
human eSc containing 0.5mM of 2-propylvaleric acid (valp-
roic acid, VPA). At the second week after transduction, about 

500 granular cell colonies appeared that differ in morphology 
from fibroblasts. However, these colonies were negative when 
stained for alkaline phosphatase (AP), one of the markers of 
pluripotent cells. It is likely that these cells corresponded to 
early reprogramming stages [6]. We continued selecting eSc-
like clones by morphology for 15–30 days after transduction. 
the scheme of the experiment is shown in Fig. 1. Of the 200 
clones subjected to the following cultivation, AP-positive 
ones began to appear. totally, we obtained 18 stable eSc-
like lines, four of which (hiPS-A24, hiPS-A29, hiPS-21L, and 
hiPS-30L) were characterized in detail. cells of these lines 
have a high nucleus-cytoplasm ratio; form dense colonies, i.e., 
demonstrate morphological features of human eSc (Fig. 2A); 
and are AP-positive (Fig. 2B). using Pcr, we ensured that all 
four lines contained inserts of the used retroviral constructs 
(pMxs-Oct4, pMxs-Sox2, pMxs-Klf4, and pMxs-c-Myc). 
using immunocytochemistry, we found that these cells ex-
pressed the following pluripotent cell markers: trA-1-60, 
trA-1-81, and SSeA-4 surface antigens, as well as nAnOG 
and Oct4 transcription factors (Fig. 3). using rt-Pcr, we 
examined a transcription of 25 gene markers of human eScs 
(Fig. 4A). All four clones were very similar in their expression 
pattern to the human eSc HueS9 line taken as a positive 
control. iPScs derived from eSFs express the robust pluri-
potent cell markers, such as the genes OCt4, NANOg, SOx2, 
FgF4, REx1, DNMt3B, NODAL, etc. (Fig. 4A). the only dif-
ference was found in the transcription of the gDF3 gene. Of 
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the four tested iPSc lines, this gene is only transcribed in 
hiPS-21L. Among the 25 gene markers, the transcription of 
KLF4 and c-MYC is only observed in MA n1 fibroblasts (Fig. 
4A). the iPSCs hiPS-A24, hiPS-A29, hiPS-21L, and hiPS-30L 
cells form embryoid bodies in suspension culture (Fig. 4B). An 
rt-Pcr assay of the cells formed during the growth of em-
bryoid bodies showed the presence of markers characterizing 
the derivatives of all three germ layers: ectoderm (MAP2, 
PAx6, and gFAP), mesoderm (BRACHYURY), and endoderm 
(SOx17, FOxA2, CK8, CK18, and AFP) (Fig. 4C). An immuno-
cytochemical analysis of cells from disaggregated embryoid 
bodies revealed various cell derivatives expressing ectoder-
mal (β-III-tubulin and GFAP), mesodermal (collagen I and 
fibronectin), and endodermal (α-fetoprotein and cytokeratin 

18) markers (Fig. 5). cells were also found that express both 
endodermal and mesodermal markers GAtA6, as well as 
those expressing the protein nestin, which is a marker of both 
ectodermal and mesodermal derivatives (Fig. 5). thus, we 
have shown that the obtained human iPScs possess a broad 
differentiation potential in vitro. Karyotyping of the obtained 
iPSc lines showed a normal chromosomal set46, xY.

Four IPSC lines are 
characterized

hiPS-A24 
hiPS-A29 
hiPS-21L 
hiPS-30L

Transduction: 
pMXs-Oct4 
pMXs-Sox2 
pMXs-Klf4 

pMXs-c-Myc

Passage into the 
medium for hESCs 
+ 0.5mM VPA and 

feeder layer
Selection  

of iPSC clones
Four iPSC lines  

are characterized

Days of 
experiment

Transduction  
of 1 million MA N1 
human embryonic 

fibroblasts Appearance of ~500 
primary granular 

colonies

Culturing of ~200 ESC-like 
colonies

18 stable ESC-like iPSC lines 
are selected

0 2 15 30

Fig. 1. Schematic 
representation 
of an experiment 
on the prepara-
tion of induced 
pluripotent stem 
cells from human 
embryonic fibrob-
lasts.

А B

Fig. 2. (A) morphology of iPSC colonies derived from hEFs; (B) 
staining of the iPSC colonies demonstrating the expression of 
alkaline phosphatase (one of the pluripotent cell markers). Scale 
100 µm.

DAPI IF

OCT4

NANOG

SSEA-4

TRA-1-60

TRA-1-81

Fig. 3. Immunocy-
tochemical staining 
(IF) of iPSC colonies 
with antibod-
ies against the 
transcription factors 
OCT4 (green) and 
NANOG (red) and 
against the surface 
antigens SSEA-4, 
TRA-1-60, and 
TRA-1-81 (red). 
Cell nuclei are 
counterstained with 
DAPI (blue). Scale 
100 µm.
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thus, we have shown that the expression of the murine 
Oct4, Sox2, c-Myc, and Klf4 genes in human cells can result in 
their reprogramming with the formation of stable iPSc clones 
that are very similar in their features to human eScs. repro-
gramming fibroblasts using retroviral constructs is a replica-
ble method allowing the accumulation of a great amount of 
pluripotent cell clones in a relatively short time.  

this study was supported by the Russian Academy of 
Sciences’ Presidium Program “Molecular and Cell Biology.”

reFerenceS
1. Yamanaka S. // cell. 2009. V. 137. P. 13–17.
2. Park I.H., Arora n., Huo H., et al. // cell. 2008. V. 134. P. 877–886.
3. ebert A.D., Yu J., rose F.F., Jr., et al. // nature. 2009. V. 457. 

P. 277–280.
4. Lee G., Papapetrou e.P., Kim H., et al. // nature. 2009. V. 461. 

P. 402–406.
5. takahashi K., Yamanaka S. // cell. 2006. V. 126. P. 663–676.
6. takahashi K., tanabe K., Ohnuki M., et al. // cell. 2007. V. 131. 

P. 861–872.

M
A

N
1

H
U

ES
9

hi
PS

-A
24

hi
PS

-A
29

hi
PS

-2
1L

hi
PS

-3
0L

M
A

N
1

hi
PS

-3
0L

d
EB

-h
iP

S-
30

L

А

B

C

The number of 
amplification cycles

30

25

25

25

25

25

35

25
35

35

25
25

35

35
25

25

35

20

25

35

25

35

25

25

25

25

25

NANOG

 OcT3/4

 SOX2

 KLf4

 c-Myc

 REX1

 GDf3

 cD9

 TDGf1

 UTf1

 DNMT3B

 LEfTB

 NODAL

 fGf4

 IfITM1

 GABRB3

 hTERT

 PODXL

 GRB7

 ESG1

 DPPA4

 DPPA2

 EBAf

 GAL

 BRIX

 GAPDH

 GAPDH (RT-)

NANOG

 OcT3/4

 MAP2

 PAX6

 GfAP

 BRAcHyURy

 SOX17

 fOXA2

 cK18

 cK8

 AfP

 GAPDH

 GAPDH (RT-)

Fig. 4. (A) RT-PCR assay of gene transcripts, which are the 
markers of human embryonic stem cells, in embryonic fibroblasts 
(MA N1), human embryonic stem cells (HUES9), and four iPSC 
lines: hiPS-A24, hiPS-A29, hiPS-21L, and hiPS-30L; (B) embry-
oid bodies formed following the passage of hiPS-30L iPSC cells 
in suspension culture, scale 100 µm; (C) RT-PCR assay of gene 
transcripts, which are the markers of three germ layers (ecto-
derm, mesoderm, and endoderm), following the differentiation 
of the hiPS-30L clone via the embryoid body formation.
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Fig. 5 . Expression of gene markers characterizing three germ 
layers (ectoderm, mesoderm, and endoderm) in spontaneous  
differentiation of iPSC in embryoid bodies. Scale 100 µm.
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the taxa of higher orders should be in regular font. 
Gene names (except for yeast genes) should be italicized, • 
while names of proteins should be in regular font. 
names of nucleotides (A, t, G, c, u), amino acids (Arg, • 
Ile, Val, etc.), and phosphonucleotides (AtP, AMP, etc.) 
should be written with Latin letters in regular font. 
numeration of bases in nucleic acids and amino acid resi-• 
dues should not be hyphenated (t34, Ala89). 
When choosing units of measurement, SI units are to be • 
used.
Molecular mass should be in Daltons (Da, KDa, MDa). • 
the number of nucleotide pairs should be abbreviated • 
(bp, kbp). 
the number of amino acids should be abbreviated to aa. • 
Biochemical terms, such as the names of enzymes, should • 
conform to IuPAc standards. 
the number of term and name abbreviations in the text • 
should be kept to a minimum. 
repeating the same data in the text, tables, and graphs is • 
not allowed. 

GUIDENESS FOR ILLUSTRATIONS
Figures should be supplied in separate files. Only tIFF is • 
accepted. 
Figures should have a resolution of no less than 300 dpi for • 
color and half-tone images and no less than 500 dpi. 
Files should not have any additional layers. • 

REVIEW AND PREPARATION OF THE MANUSCRIPT 
FOR PRINT AND PUBLICATION
Articles are published on a first-come, first-served basis. 
the publication order is established by the date of accept-
ance of the article. the members of the editorial board have 
the right to recommend the expedited publishing of articles 
which are deemed to be a priority and have received good 
reviews. 

Articles which have been received by the editorial board 
are assessed by the board members and then sent for exter-
nal review, if needed. the choice of reviewers is up to the 
editorial board. the manuscript is sent on to reviewers who 
are experts in this field of research, and the editorial board 
makes its decisions based on the reviews of these experts. 
the article may be accepted as is, sent back for improve-
ments, or rejected. 

the editorial board can decide to reject an article if it 
does not conform to the guidelines set above. 

A manuscript which has been sent back to the authors 
for improvements requested by the editors and/or re-
viewers is reviewed again, after which the editorial board 
makes another decision on whether the article can be ac-
cepted for publication. the published article has the sub-
mission and publication acceptance dates set at the begin-
ning. 

the return of an article to the authors for improvement 
does not mean that the article has been accepted for publi-
cation. After the revised text has been received, a decision is 
made by the editorial board. the author must return the im-
proved text, together with the original text and responses to 
all comments. the date of acceptance is the day on which the 
final version of the article was received by the publisher. 

A revised manuscript must be sent back to the publisher 
a week after the authors have received the comments; if 
not, the article is considered a resubmission. 

e-mail is used at all the stages of communication between 
the author, editors, publishers, and reviewers, so it is of vital 
importance that the authors monitor the address that they 
list in the article and inform the publisher of any changes in 
due time. 

After the layout for the relevant issue of the journal is 
ready, the publisher sends out PDF files to the authors for 
a final review. 

changes other than simple corrections in the text, figures, 
or tables are not allowed at the final review stage. If this is 
necessary, the issue is resolved by the editorial board. 

FORMAT OF REFERENCES
the journal uses a numeric reference system, which means 
that references are denoted as numbers in the text (in 
brackets) which refer to the number in the reference list. 

For books: the last name and initials of the author, full 
title of the book, location of publisher, publisher, year in 
which the work was published, and the volume or issue and 
the number of pages in the book. 

For periodicals: the last name and initials of the author, 
title of the journal, year in which the work was published, 
volume, issue, first and last page of the article. 

Bressanelli S., tomei L., roussel A., et al // Proc. natl. 
Acad. Sci. uSA. 1999. V. 96. P.13034–13039 (If there are more 
than five authors). If there are less than five authors, all the 
authors must be listed. 

references to books which have russian translations 
should be accompanied with references to the original ma-
terial listing the required data. 

references to doctoral thesis abstracts must include the 
last name and initials of the author, the title of the thesis, 
the location in which the work was performed, and the year 
of completion. 

references to patents must include the last names and 
initials of the authors, the type of the patent document (the 
author’s rights or patent), the patent number, the name of 
the country that issued the document, the international in-
vention classification index, and the year of patent issue. 

the list of references should be on a separate page. the 
tables should be on a separate page, and figure captions 
should also be on a separate page. 

The following e-mail addresses can be used to 
contact  the  editorial  staff :  vera .knorre@gmail .
com, actanaturae@gmail.com, tel.: (495) 727-38-60, 
(495) 930-80-05
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