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Letter from the Editors

Dear readers of Acta Naturae,
We are delighted to bring you the 28th 
issue of Acta Naturae, the first issue 

of the year 2016. We would like to introduce 
a new section, ‘The History of Science’ open 
with an article by G.P. Georgiev about the 
discovery of nuclear DNA-like RNA. Next, 
there are five reviews focusing on the rel-
evant problems of life sciences. All the re-
views are to a certain extent related to med-
ical aspects: viral diseases (reviews by D.N. 
Shcherbinin et al. and O.A. Shadrina et al.), 
autoimmune pathologies (N.M. Baulina et al.), 
and neurological disorders (A.M. Petrov et 
al.). The fifth review (A.A. Nemudraya et al.) 
is to a significant extent methodological and 

describes the approach that has proved to be 
promising in solving drug delivery problems. 
The topics of the reviews are rather diverse, 
and we hope that there will be readers inter-
ested in them.

The topics of seven original articles are 
also diverse: some articles focus on studies of 
the interplay between physiologically active 
compounds and various cellular components, 
molecular cardiology, and designing new 
tools for biological research.

We are looking forward to receiving new 
interesting articles from you to be published. 

See you in our next issue!  

The Editorial Board
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Thermodynamics of damaged DNA binding 
and catalysis by human AP endonuclease 1

A.D. Miroshnikova, A.A. Kuznetsova, N.A. Kuznetsov, O.S. Fedorova
The thermodynamic parameters of conformational APE1 rearrangements 
associated with specific recognition of a damaged DNA segment and the cata-
lytic step were obtained. These findings led to the conclusion on the molecular 
nature of individual steps of the kinetic mechanism describing the enzyme 
function.

Comparison of the structures of 
free APE1 and APE1 associated 
with DNA containing an F site

Screening of human interleukin-2 and hen egg white 
lysozyme for bacteriolytic activity against various bacterial 
cells

P.A. Levashov, E.D. Ovchinnikova, O.A. Morozova, D.A. Matolygina, H.E. Osipova, 
T.A. Cherdyntseva, S.S. Savin, G.S. Zakharova, A.A. Alekseeva,N.G. Belogurova, S.A. 
Smirnov, V.I. Tishkov, A.V. Levashov

Bacteriolytic activity of interleukin-2 and hen egg white lysozyme against 34 different 
species of microorganisms has been studied. Six species of microorganisms belonging 
to 3 families, Enterobacteriaceae, Bacillaceae and Lactobacillaceae, were found to be 
lysed in the presence of interleukin-2. It was also found that 12 species of microorgan-
isms are lysed in the presence of lysozyme and 16 species of microorganisms are lysed 
in the presence of sodium dodecyl sulfate. Bacteriolytic activity of interleukin-2 and 
lysozyme with respect to various cell substrates was studied at various pH values.

Dependence of cell lysis 
rate on pH in the presence 
of lysozyme
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Molecular mechanism underlying the action of Noopept, 
substituted Pro-Gly dipeptide

Y.V. Vakhitova, S.V. Sadovnikov, S.S. Borisevich, R.U. Ostrovskaya,  
T.A. Gudasheva, S.B. Seredenin
The ability of Noopept to stimulate the basal DNA-binding activity 
of transcription factor HIF and activity induced by hypoxia mimetic 
in vitro is demonstrated. The findings on selective increase in DNA-
binding activity of HIF with allowance for the functional value of 
the genes activated by this transcription factor explain the previ-
ously revealed nootropic and neuroprotective effects of Noopept. 
It has been suggested that the HIF-positive effect is the primary 
mechanism of action of this Pro-Gly-containing dipeptide.

The effect of Noopept on basal and 
induced activity of HIF-1
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Discovery of Nuclear DNA-like RNA 
(dRNA, hnRNA) and Ribonucleoproteins 
Particles Containing hnRNA

G.P. Georgiev
Institute of Gene Biology, Russian Academy of Sciences, Vavilova Str., 34/5, Moscow, 119334, 
Russia

On August 9–11, 2014, Cold Spring Harbor (USA) hosted a special symposium dedicated to the 
discovery of messenger or informational RNA and the main events in the subsequent studies of its 
synthesis, regulation of synthesis, maturation, and transport. The existence of mRNA in bacteria was 
first suggested in 1961 by Jacob and Monod, based on genetic studies [1]. The same year, Brenner 
et al. confirmed the hypothesis [2]. Our laboratory played a key role in the discovery of messen-
ger RNA in eukaryotes, as well as in the discovery of the nuclear ribonucleoproteins that contain it 
and in the elucidation of their structural organization. Therefore, I was invited to represent Russia at 
the Symposium and deliver a speech on these topics. However, my visa had only been issued after 
the end of the Symposium, and, therefore, the presentation was delivered by my former colleague 
G.N. Yenikolopov, who works at Cold Spring Harbor Laboratory. The transcript of the lecture is pre-
sented below. 

Director of the Institute of Molecular 
Biology, RAS, V.A. Engelhardt with 
the author

DISCOVERY OF NUCLEAR DRNA
The research discussed in this pa-
per was initiated in my group at 
I.B. Zbarsky Laboratory at the 
A.N. Severtsov Institute of Animal 
Morphology of the Soviet Acade-
my of Sciences. However, the bulk 
of the research was conducted in 
my lab at the Institute of Molecular 
Biology of the Soviet Academy of 
Sciences, to which I was invited by 
its director, V.A. Engelhardt, whose 
name the Institute now bears.

My main collaborator in the 
discovery of nuclear dRNA was 
V.L. Mantieva, who went on to earn 
a PhD in biology. We were interest-
ed in the nature of nuclear RNA [3] 
and used a newly developed phenol 
method to isolate RNA from cells 
[4]. A suspension of mouse Ehrlich 
ascites carcinoma cells was shaken 
in 0.14 M NaCl and phenol at pH 6.0 
and 4°C, followed by centrifugation. 
Surprisingly, in addition to the ex-
pected aqueous and phenol phases, 

the centrifugation produced an 
intermediate layer that contained 
cell nuclei that retained their shape 
[5]. These nuclei contained chro-
matin and nucleoli, which stored 
DNA, nuclear RNA, and most of 
the nuclear proteins (Fig. 1). Since 
phenol inhibits enzyme activity, we 
believed that “phenolic” nuclei can 
be a good source of nuclear RNA. 
Later, it was shown that nuclear 
RNA can indeed be extracted from 
“phenolic” nuclei by this procedure 
if it is performed at 65°C [3]. The 
isolated nuclear RNA contained 
components with sedimentation co-
efficients of 28S and 18S, typical for 
ribosomal RNA, and heterogeneous 
material. The nucleotide composi-
tion of the nuclear RNA was in-
termediate between mouse DNA 
(G+C/A+T = 0.72) and ribosomal 
RNA (G+C/A+U = 1.65) (Fig. 1). 
It seemed that nuclear RNA con-
tained ribosomal RNA and a new 
type of RNA whose nucleotide 

composition was similar to that of 
DNA: i.e., informational RNA. The 
first experiments on the fraction-
ation of nuclear RNA, conducted in 
1961, confirmed this hypothesis [3].

T h e  b e s t  s e p a r a t i o n  w a s 
achieved by thermal phenol frac-
tionation, developed in 1962, that 
included treatment of “phenolic” 
nuclei with a 0.14 M NaCl–phenol 
mixture at pH 6.0 and stepwise in-
crease in temperature [6]. At 40°C, 
the aqueous phase contained pure 
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RNA whose nucleotide composi-
tion corresponded to ribosomal 
RNA (rRNA) and which contained 
a precursor of ribosomal RNA. At 
55 to 65°C, the aqueous phase con-
tained pure RNA with a nucleotide 
composition similar to that of DNA 
(G+C/A+U = 0.7–0.74). Notably, 
32P-labeled RNA experiments re-
vealed that the nucleotide com-

positions of the total RNA of the 
isolated fraction and that of the na-
scent RNA present in it were iden-
tical [7, 8] (Table). The discovered 
and purified DNA-like RNA was 
named dRNA. Three years later, in 
1965, American authors described 
this type of RNA and called it het-
erogeneous nuclear RNA (hnRNA) 
[9–12].

Next, we described the proper-
ties of nuclear dRNA. Its molecular 
mass was highly heterogeneous and 
reached very high values. The na-
scent nuclear dRNA had a signifi-
cantly higher molecular mass than 
the total nuclear dRNA, which im-
plied its cleavage in the cell nucleus 
(processing) [7, 8] (Fig. 2).

We also determined the size of 
dRNA in the cytoplasm, presum-
ably, mature mRNA. We devel-
oped a method of partial blocking 
of RNA synthesis by actinomycin 
D, which in small doses selectively 
inhibits rRNA synthesis without 
affecting dRNA synthesis. The 
molecular weight of the nascent 
nuclear dRNA significantly ex-
ceeded that of cytoplasmic dRNA 
[7, 8] (Fig. 2).

Finally, we conducted DNA 
hybridization-competition experi-
ments with nuclear dRNA and cy-
toplasmic mRNA. The addition of 
nuclear dRNA completely inhibit-
ed mRNA hybridization with DNA, 
whereas an excess of mRNA only 
partially inhibited hybridization of 
nuclear dRNA with DNA (Fig. 2).

We hypothesized that nuclear 
dRNA is a high-molecular mass 
precursor of cytoplasmic mRNA, 
or pre-mRNA, which is partially 
destroyed during dRNA process-
ing and mRNA maturation that 
occurs in the cell nucleus, from 
which mRNA is exported to the 
cytoplasm. Definite proof of this 
hypothesis required several years 
of research by a number of labo-
ratories, but the initial confirma-
tion of the existence of messenger 
RNA in eukaryote cells had been 
presented in the above mentioned 
papers [6–8].

DISCOVERY OF 
RIBONUCLEOPROTEIN (RNP) 
PARTICLES: DRNP (HNRNP)
Our next goal was to elucidate the 
organization of nuclear dRNA in 
the cell nucleus. My main collabora-
tor in this work was O.P. Samarina, 

Table. Isolation of nuclear DNA-like RNA by phenolic thermal fractionation

RNA (DNA) Fraction G C A U(T) G+C / 
A+U(T)

Mouse DNA 21 21 29 29 0.72

Cytoplasmic, 4oC 32 30 20 18 1.63

Nuclear, 4–40oC 32 29 20 19 1.50

Nuclear, 55–65oC 23 20 28 29 0.76

Nascent nuclear, 55–65oC 21 20 29 30 0.71

Fig. 1. Isolation and properties of “phenolic” cell nuclei. (left panel) Scheme of 
cell nuclei isolation by phenol treatment. A photograph of the “phenolic” nuclei 
of Ehrlich ascites carcinoma cells is presented. (right-hand panel) Composition 
of the obtained nuclei and properties of their RNA: intermediate nucleotide 
composition between those of DNA and rRNA; ultracentrifugation data.
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who later became doctor of biologi-
cal sciences, professor, and a Lenin 
Prize winner.

A mild procedure was used to 
study hnRNA-containing struc-
tures. Rat liver nuclei were treated 

with 0.14 M NaCl, 1 mM MgCl
2
, and 

10 mM Tris buffer at pH 7.0. A por-
tion of RNA was extracted, and its 
nucleotide composition was found 
to be intermediate between rRNA 
and dRNA. Three subsequent ex-

tractions with the same solution 
at pH 7.8–8.0 solubilized a signifi-
cantly higher proportion of RNA 
that had the same nucleotide com-
position as pure dRNA. A DNA-like 
composition was typical of both the 
total and the nascent RNA in the 
extract [13].

After ultracentrifugation, most 
of the hnRNA was detected in a 
homogeneous 30S peak, which con-
tained particles ca. 20 nm in diam-
eter. The molecular weight of RNA 
isolated from the 30S peak was low 
(Fig. 3). It was contrary to the data 
on the very high molecular mass 
of hnRNK isolated by phenol frac-
tionation. To resolve this contradic-
tion, we performed extraction in 
the presence of a RNAase inhibitor 
from rat liver supernatant. This ex-
traction produced a completely dif-
ferent pattern of ultracentrifuga-
tion: a series of peaks ranging from 
a small 30S peak all the way up to 
material with sedimentation coef-
ficients of 200S and above (Fig. 4). 
Obviously, this pattern was much 
closer to the native one [14].

Notably, both the 30S peak and 
the peaks with higher molecular 
masses had the same buoyant den-
sity in CsCl (after formaldehyde 
fixation): ca. 1.4 g/ml, which cor-
responds to a RNA/protein ratio of 
about 1:4–1:5.

Next, we characterized the 
larger particles. Mild ribonuclease 
A treatment quantitatively trans-
formed them into 30S particles 
with 20-nm diameter, which were, 
therefore, monomers of the larger 
polyparticles. Electron microscopy 
demonstrated that 30S particles 
were monomers, 45S particles were 
dimers, 70S particles were pen-
tamers, and that the 90–100S peak 
contained polyparticles built up of 
9 monomers. The measurement of 
RNA obtained from various peaks 
demonstrated that in all cases the 
monomer was a RNA fragment ca. 
700 nucleotides in size. This is con-
sistent with the fact that the buoy-

Fig. 2. Characteristics of nuclear dRNA. (left-hand panel) Ultracentrifugation of 
nuclear dRNA labeled for 1 h with 32P in a sucrose density gradient. Significantly 
higher molecular weight of the labeled dRNA than that of total dRNA as de-
termined by optical density. Here and later, thin arrows indicate the direction 
of ultracentrifugation. (central panel) Comparison of the molecular weights of 
nuclear dRNA and cytoplasmic mRNA labelled in identical conditions (1 h). The 
former has a much higher molecular weight. (right-hand panel) Hybridization of 
labeled cytoplasmic mRNA and nuclear dRNA with DNA and competition with 
unlabeled nuclear dRNA and cytoplasmic mRNA

Nascent (32P labeling for 1 h)

Total: OD
260

Nuclear dRNA
Cytoplasmic 

mRNA 32P

Cytoplasmic 

mRNA

+dRNA

Nuclear dRNA 32P

+mRNA

+dRNA

Fig. 3. Properties of the nuclear hnRNP particles obtained at the first stage of 
the research. (left-hand panel) Sucrose gradient ultracentrifugation of nuclear 
extracts containing hnRNA. RNA was labeled with 32P-orthophosphate and a 
protein with a mixture of 14C-amino acids. (right-hand panel) Electron microsco-
py of 30S particles from the sucrose gradient

Isolation of hnRNP without RNAase inhibitor from rat liver spuernatant

Ultracentrifugation EM of 30S particles (d = 20 nm)

30S peak

32P-RNA

OD
260

14C-protein
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ant density of all hnRNP peaks was 
identical (Fig. 4).

Thus, hnRNP are chains built 
up of similar RNP particles con-
nected by RNA bridges, which are 
the most sensitive to ribonuclease 
treatment [15]. 

To better understand the struc-
ture of hnRNP particles, we elu-
cidated the structure of the 30S 
monomer. Intense ribonuclease 
treatment completely destroyed 
the 30S particle RNA, which sug-
gests that it is localized on the parti-
cle’s surface. The 30S proteins were 
labeled with 125I, and the particles 
were treated with 2M NaCl to cause 
dissociation of RNA and the pro-
tein. After ultracentrifugation, all 
of the hnRNA remained in the up-
per fractions, whereas the protein 
was detected in the same 30S peak, 
despite the removal of RNA. The 
buoyant density of 30S particles 
dropped to 1.34 g/cm3 [1–6] (Fig. 5).

When protein particles were 
mixed with hnRNA and 2 M NaCl 
was removed by dialysis, hnRNP 
particles were reconstructed and 
were indistinguishable from the 
initial ones in a variety of tests. The 
initial 30S particles, protein par-
ticles, and reconstructed hnRNP 
particles look the same in electron 
microscopy (Fig. 5). In the presence 
of hnRNP of about 1.4 kDa in size, 
dimeric hnRNPs are formed during 
the reconstruction [15]. The protein 
30S particles were called ‘infor-
mofers’ (messenger RNA carriers), 
but this term failed to gain traction 
in the literature.

Informofers are protein com-
plexes containing ca. 20 protein 
molecules with a molecular weight 
of about 40 kDa, belonging, accord-
ing to other authors’ data, to six 
different types [16]. It was conclud-
ed that nuclear hnRNP particles 
are long hnRNA chains regularly 
wrapped on the surface of a series 
of similar or identical protein glob-
ular particles. This structure sig-
nificantly reduces the size of long 
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beled 30S particles (the latter labelled with 125I) before and after treatment 
with 2M NaCl. In contrast to the initial particles, those treated with 2M NaCl 
lost all total RNA, although their sedimentation coefficient and EM dimensions 
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Fig. 6. Insulator interactions. Due to the presence of a series of proteins, multi-
ple contacts are formed in the insulator protein complex and they define strong 
binding between insulators and the polarity of their interaction. Only similarly 
aligned insulators can bind to each other, which defined the configuration of 
the loop and activation of a gene
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hnRNA, while leaving it available 
for interaction with more specific 
factors involved in RNA processing 
and export.

Interestingly, a similar principle 
of organization was later discovered 
for chromatin nucleosomes [17].

FURTHER MRNA STUDIES AT THE 
INSTITUTE OF GENE BIOLOGY, RAS
This author moved on to other top-
ics related to the organization of 
genome (discovery and characteri-
zation of mobile genetic elements in 
animal cells) and chromatin. How-
ever, regulation of hnRNA syn-
thesis and mRNA export has been 
actively studied at the Institute of 
Gene Biology of the Russian Acad-
emy of Sciences that was organ-
ized 15 years ago and for which it 
is the main focus of research. An-
other important area of research at 
the Institute is new approaches to 
cancer therapy. This author is now 
engaged is this research. Some key 
studies related to mRNA are sum-
marized below.

First of all, new properties be-
longing to insulators, important 
cis-elements in transcription regu-
lation, have been discovered. Their 
role has been found to be highly 
dependent on their ability to bind 
tightly to each other [18, 19]. This 
property depends on the dimeriza-
tion of a number of proteins that 
make up insulator complexes: e.g., 
the Mod(mdg4) protein discovered 
at the Institute [20] (Fig. 6).

In contrast to enhancers, insu-
lators are polar; they only interact 
with each other if they have the 
same orientation. This determines 
conformation of a loop formed as a 
result of insulators interaction and 
may define which genes will be ac-
tivated [21, 22] (Fig. 6). 

Super-long-distance interactions 
have been discovered in the ge-
nome [23, 24]. They can reach doz-
ens of millions of base pairs and can 
occur even between non-homolo-
gous chromosomes. They depend 

Fig. 7. The super-long-distance interaction in the genome. They are defined 
by the interaction of insulators and can lead to activation of a promoter by an 
enhancer. Removal of any one or two insulators prevents this interaction

Fig. 8. Interaction of insulators with other elements. Insulators interact with 
promoters and activate them and with enhancers (more selectively). If an insu-
lator is located between them and there is no other insulators nearby, it may 
interact with both, forming a non-productive complex
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Fig. 10. ENY2 protein knockdown blocks mRNA export from the nucleus to the 
cytoplasm. Inhibition of protein synthesis is achieved via RNA interference. As 
a result, almost all of the poly(A)+RNA remains in the nucleus

Poly(A)+RNA Lamin Merge

Control

ENY2 RNAi

Fig. 9. Scheme of the supercomplex with the SAYP protein. The formation of 
the supercomplex dramatically increases the efficiency of TFIID binding with a 
promoter and transcriptional activity
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on the interaction between insula-
tors and can lead to activation of a 
promoter by an enhancer. Removal 
of one of the insulators results in 
a complete loss of super-long-dis-
tance interaction, which manifests 
itself as inactivation of the associ-
ated transcription (Fig. 7).

Finally, it was discovered that in-
sulators can interact with promot-
ers (with low selectivity), activating 
them, and with enhancers (more 
selectively). Therefore, an insulator 
located between an enhancer and a 
promoter may interact with both, 
forming a non-productive complex. 
This may explain the well-known 
uncoupling effect of an insulator 
[25, 26] (Fig. 8).

Two new proteins, E(y)2/ENY2 
and SAYP, have been discovered. 
They play an important role in the 
control of hnRNA transcription and 
subsequent stages of mRNA forma-
tion and export [27, 28].

SAYP binds the protein initiat-
ing complex TFIID and chromatin 
remodeling complex SWI/SNF into 
a single supercomplex. Knockdown 
SAYP blocks the recruitment of 
TFIID and SWI/SNF at the pro-
moter and represses the tran-
scription of many genes. It can be 
assumed that the fusion of the com-
plexes allows TFIID to immediately 
bind to the promoter as soon as the 
SWI/SNF-activated movement of 
nucleosomes along the DNA release 
it from the nucleosomes [29] (Fig. 9).

E(y)2/ENY2 was found to be 
multifunctional. It is part of the 
DUB module of the SAGA complex 
and participates in the activation of 
transcription initiation [30]. ENY2 
is also part of the THO protein com-
plex involved in hnRNA elongation, 

binding to hnRNP and export of 
some mRNAs. ENY2 is also an im-
portant component of the Drosoph-
ila AMEX protein complex, binding 
hnRNP and playing a key role in 
the export of many mRNAs. Knock 
down of ENY2 by RNA interfer-
ence leads to complete blockage of 
mRNA transport from the nucleus 
to the cytoplasm. All mRNA accu-

mulate in the nucleus [31] (Fig. 10). 
Finally, ENY2 is part of some in-
sulator complexes, performing the 
barrier function of insulator [32]. 

This is only part of the Institute’s 
work in the field of regulation of 
mRNA synthesis and export.

Therefore, early work on the 
identification of messenger RNA in 
eukaryotes successfully continues. 
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ABSTRACT Vaccination has been successfully used to prevent influenza for a long time. Influenza virus hemag-
glutinin (HA), which induces a humoral immune response in humans and protection against the flu, is the main 
antigenic component of modern influenza vaccines. However, new seasonal and pandemic influenza virus var-
iants with altered structures of HA occasionally occur. This allows the pathogen to avoid neutralization with 
antibodies produced in response to previous vaccination. Development of a vaccine with the new variants of HA 
acting as antigens takes a long time. Therefore, during an epidemic, it is important to have passive immunization 
agents to prevent and treat influenza, which can be monoclonal or single-domain antibodies with universal spec-
ificity (broad-spectrum agents). We considered antibodies to conserved epitopes of influenza virus antigens as 
universal ones. In this paper, we tried to characterize the main B-cell epitopes of hemagglutinin and analyze our 
own and literature data on broadly neutralizing antibodies. We conducted a computer analysis of the best known 
conformational epitopes of influenza virus HAs using materials of different databases. The analysis showed that 
the core of the HA molecule, whose antibodies demonstrate pronounced heterosubtypic activity, can be used as 
a target for the search for and development of broad-spectrum antibodies to the influenza virus.
KEYWORDS Influenza virus, hemagglutinin, conformational epitopes, broad-spectrum monoclonal antibodies, 
broad-spectrum single-domain antibodies.
ABBREVIATIONS HA – influenza virus hemagglutinin, H1–H18 – subtypes of influenza virus hemagglutinin

INTRODUCTION
Hemagglutinin (HA) is the main antigenic compo-
nent of influenza viruses. It is a homotrimeric mush-
room-shaped surface glycoprotein whose monomer 
consists of two fragments linked by a disulfide bridge: 
HA1 (330 amino acids), the globular portion distal from 
the viral membrane, and HA2 (220 amino acids), the 
stem portion anchored in the viral membrane. Eight-
een subtypes of influenza A virus HA were naturally 
found [1].

Virus-neutralizing antibodies induced by HA form 
the basis of humoral immunity, which protects the 
body against influenza infection [2]. The antigenic 
structure of HA is continuously changing as a result 
of the selective pressure of the immune system of 
the host organism, which leads to occurrence and se-
lection of new variants of the virus capable of avoid-
ing the neutralizing effect of available antibodies and 
overcoming the specific immune defense in humans. 
This mechanism, known as antigenic drift, reduces the 
effect of vaccination against influenza [3]. When pan-

demic strains of influenza A virus emerge and a virus 
with a new antigenic subtype of HA enters the human 
population (antigenic shift) [2, 4], the existing vaccines 
are ineffective. These factors explain the need for new 
approaches to the development of new broad-spectrum 
influenza drugs [5]. One of these approaches includes a 
search for and characterization of conserved antigenic 
determinants in the influenza virus HA molecule and 
development of broad-spectrum neutralizing antibod-
ies. These antibodies can be used for emergency passive 
immunization and, therapy, when taking anti-epidemic 
measures. 

Molecular studies of antigenic structures of HA 
have shown that the sites interacting with antibodies 
are mainly located in the globular domain of the HA1 
subunit [6]. The amino acid sequences of these sites are 
extremely variable and differ not only in different HA 
subtypes, but also within the same subtype. Conserved 
determinants were found in the HA2 subunit [7–10]. 
These data suggest that conserved antigenic sites in 
the HA molecule can induce formation of antibodies 



14 | ACTA NATURAE |   VOL. 8  № 1 (28)  2016

REVIEWS

with broad cross-neutralizing activity. This assump-
tion was confirmed by Y. Okuno et al. [11], who first ob-
tained and characterized a monoclonal antibody to the 
H2 subtype of HA, having neutralizing activity against 
influenza A virus strains with H2 and H1 HAs. This 
monoclonal antibody (C179) recognizes a conformation-
al epitope in the stem region of the HA molecule, which 
is conserved in the H2 and H1 subtypes of influenza 
A viruses. It is known that the H5 and H6 subtypes of 
avian influenza viruses are phylogenetically close to the 
strains of the H1 and H2 subtypes [12, 13]. Broad-spec-
trum action of murine antibody S179 was identified at 
the D.I. Ivanovskiy Research Institute of Virology. It 
was shown that this antibody interacts with the H1, H2, 
and H5 subtypes (and even with the H6 subtype of HA 
in its not-fully-mature form) [14, 15]. 

Single-domain antibodies are considered to be prom-
ising agents for passive immunization against influenza. 
Single-domain antibodies are small, stable, and easy to 
produce. It was shown that intranasal administration of 
llama-derived single-stranded fragments of the vari-
able domains of immunoglobulins, having a neutral-
izing activity in vitro against H5N1 influenza viruses, 
can control viral replication and reduce the incidence 
of the disease and mortality in mice infected with the 
H5N1 influenza virus. Although the study focused on 
single-domain antibodies recognizing the epitope near 
the receptor-binding domain, the possibility of select-
ing molecules of broad-spectrum antibodies that bind 
to other HA epitopes, including conserved ones, was 
emphasized [16].

In another study, a single-domain antibody to in-
fluenza A virus HA was produced and a recombinant 
adenovirus expressing this antibody was designed. Ad-
ministration of this recombinant adenovirus in the pe-
riod 48 hours to 14 days before the challenge can fully 
protect mice against influenza A virus [17].

Therefore, there is an obvious need for the search 
for passive immunization agents with universal speci-
ficity, which could allow us to circumvent the antigenic 
variability of the influenza virus [18].

It is possible that the direction of the search for ways 
of passive immunization providing protection against 
a broad spectrum of influenza viruses, which is being 
conducted in cooperation between Japanese and Rus-
sian scientists and is currently underway in several 
laboratories, will turn out to be the most promising.

ANTIBODIES TO THE GLOBULAR 
PORTION OF HA MOLECULE
The largest amount of virus-neutralizing antibod-
ies produced in a natural or artificial way bind to the 
globular portion of HA, resulting in blockage of virion 
binding to cells. However, since the HA gene rapidly 

mutates, new amino acid substitutions occur, leading 
to formation of new glycosylation sites, which in turn 
causes changes in the surface structure of the protein. 
Therefore, these antigenic sites are highly variable 
and the corresponding antibodies are strain-specific. 
This partially explains why immunity after natural 
infection or vaccination is largely limited to the circu-
lating strain. For example, 2D1 antibodies binding to 
the Sa-antigenic site located in the globular portion of 
the HA molecule recognize only the pandemic H1N1 
viruses of 1918 and 2009, whose epitopes are antigeni-
cally similar, although they are separated by almost a 
century [19]. Other H1 strains, such as PR8, cannot be 
recognized by these antibodies (Table 1, Figure). 

However, several antibodies specific to the globu-
lar part of HA and having virus-neutralizing activity 
against several strains of the influenza virus within one 
subtype have been recently described and character-
ized. These epitopes are conserved between different 
viral strains and, therefore, are recognized by the same 
antibody. It is noteworthy that the epitopes of these an-
tibodies can be located at different antigenic sites. For 
example, H5M9 antibodies interact with the conserved 
H5 subtype of the HA epitope, which is located in the 
rudimentary esterase subdomain in close vicinity to the 
receptor-binding site and partially overlaps the anti-
genic site Cb [20]. H5M9 antibodies effectively protect 
mice against lethal doses of different H5 strains. HC45 
and BH151 antibodies also interact with similar anti-
genic sites (Figure), but their ability to interact with 
different strains was not identified [21, 22]. GC0757 and 
GC0857 antibodies interact with the same epitope lo-
cated in the globular portion of HA and recognize vari-
ous H1 strains [23]. These antibodies interact with a 
previously unknown epitope which is not located in the 
known antigenic sites [23].

A number of other antibodies interacting with sev-
eral strains of the influenza virus recognize the re-
ceptor-binding site in the globular part of HA. Since 
the receptor-binding site is functionally conserved, its 
amino acid diversity is limited and it is regarded as an 
attractive target for broad-spectrum antibodies [24]. 

The receptor-binding site is a wide, shallow pocket 
localized at the top of the globular domain. The bound-
aries of the receptor binding site are formed by the 
loops 130, 150, and 220 and α-helix 190, which indicate 
positions in the amino acid sequence of HA [25]. Struc-
tural characterization of some antibodies bound to the 
receptor-binding site showed that all antibodies build 
a variable loop into the receptor-binding site and, thus, 
directly block the interaction of HA with cellular sialic 
acids [26-32]. However, most antibodies interact with 
only one loop due to the compact structure of the site, 
and only few antibodies interact with two loops. Since 
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Table 1. Known antibodies to B-cell epitopes of influenza A and B virus HAs

Antigenic 
site Antibody PDB ID Source of 

antibodies
Antibody 
subtype Source of antigen Reference

R.b.p. CH65, CH67 3SM5 H. s. IgG1 A/Solomon Islands/3/2006(H1N1) [27,33]

R.b.p. CH65 3SM5 H. s. IgG1 A/Solomon Islands/3/2006(H1N1) [27]

R.b.p. CH67 4HKX H. s. IgG1 A/Solomon Islands/3/2006(H1N1) [33]

Sasite 2D1 3LZF H. s. ? A/South Carolina/1/1918(H1N1) [19]

R.b.p. 1F1 4GXU H. s. ? A/South Carolina/1/1918(H1N1) [28]

GC0757 4F15 M. m. ? A/California/04/2009(H1N1) [45]

GC0587 4LVH M. m. ? A/California/04/2009(H1N1) [23]

R.b.p. 5J8 4M5Z H. s. ? A/California/07/2009(H1N1) [26]

R.e.s. H5M9 4MHH M. m. IgG1 A/Viet Nam/1203/2004 (H5N1) [20]

H5M9 4MHJ A/goose/Guangdong/1/1996(H5N1) [20]

R.b.p. 8F8 4HF5 H. s. ? A/Japan/305+/1957(H2N2) [29]

R.b.p. 8M2 4HFU H. s. ? A/Japan/305+/1957(H2N2) [29]

R.b.p. 2G1 4HG4 H. s. ? A/Japan/305+/1957(H2N2) [29]

R.e.s. BH151 1EO8 M. m. IgG1 A/X-31(H3N2) [22]

R.e.s. HC45 1QFU M. m. IgG1 A/X-31(H3N2) [21]

R.b.p. C05 4FP8
4FQR H. s. ? A/Hong Kong/1/1968(H3N2) [30]

R.b.p. S139/1 4GMS M. m. IgG2a A/Victoria/3/1975(H3N2) [31]

R.b.p. F045-092 4O58 H. s. ? A/Victoria/3/1975(H3N2) [32]

R.b.p. F045-092 4O5I H. s. ? A/Singapore/H2011.447/2011(H3N2) [32]

R.b.p. HC63 1KEN M. m. ? A/X-31(H3N2) [46]

R.b.p. HC19
2VIR
2VIS
2VIT

M. m. IgG1 A/X-31(H3N2) [47]

IIB4 M. m. ? A/Philippines/2/1982(H3N2) [48]

Fab 26/9 1FRG M. m. IgG2a A/Victoria/3/1975(H3N2) [49]
CR8071 4FQJ H. s. IgG1 B/Florida/4/2006 [44]
CR8059 4FQK H. s. IgG1 B/Brisbane/60/2008 [44]

S.p.

FI6v3 3ZTJ H. s. ? A/Aichi/2/1968(H3N2) [42]

FI6v3 3ZTN H. s. ? A/California/04/2009(H1N1) [42]

MAb 3.1 4PY8 H. s. IgG1 A/South Carolina/1/1918(H1N1) [39]

CR6261 3GBN M. m. IgG1 A/Brevig Mission/1/1918(H1N1) [37, 50]

CR6261 3GBM M. m. IgG1 A/Viet Nam/1203/2004(H5N1) [37]

CR8020 3SDY H. s. ? A/Hong Kong/1/1968(H3N2) [40]

F10 3FKU H. s. IgG1 A/Viet Nam/1203/2004(H5N1) [38]

C179 4HLZ M. m. IgG2a A/Japan/305/1957(H2N2) [11, 15, 36]

CR8043 4NM8 H. s. IgG1 A/Hong Kong/1/1968(H3N2) [41]

CR9114 4FQI H. s. IgG1 A/Viet Nam/1203/2004(H5N1) [44]

CR9114 4FQV -//-//- -//-//- A/Netherlands/219/2003(H7N7) [44]

CR9114 4FQY -//-//- -//-//- A/Hong Kong/1/1968(H3N2) [44]

Fab 39.29 4KVN H. s. ? A/Perth/16/2009(H3N2) [43]

Notes. Information on the best known conformational B-cell epitopes of influenza virus HAs was obtained from the 
database of immunological epitopes (IEDB – Immune Epitope Database and analysis resource www.iedb.org) and the 
protein database (PDB – Protein Data Bank; www.rcsb.org). The H1 subgroup of influenza viruses (H1, H5, and H2) is 
colored in blue, the H3 subgroup is colored in green; and antibodies to the stem portion of HAs of different influenza vi-
ruses are colored in red. S.p. – stem portion. R.b.p. – receptor binding pocket, R.e.s. – the site localized in a rudimen-
tary esterase subdomain, H. s. – Homo sapiens, M. m. – Mus musculus.
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the receptor-binding site is located in the globular part 
of HA, it creates no steric barrier to the formation of 
antibodies to this antigenic site. 

1F1 antibodies were obtained from people who had 
influenza during the pandemic in 1918. These anti-
bodies can inhibit some strains of the H1 influenza A 
virus; namely those isolated in 1918, 1943, 1947, and 
1977 [28]. The study of the crystal structure of these 
antibodies in a complex with influenza virus HA from 
1918 has shown that they interact with amino acid 
residues that belong to the antigenic sites Sa, Sb, and 
Ca

2
. The heavy chain of the 1F1 antibody also comes 

into contact with the receptor-binding site and in-
teracts with the amino acid residues involved in the 
binding to sialic acids.

The CH65 and CH67 antibodies bind and neutralize 
H1 influenza viruses, which have circulated in the hu-
man population since 1986 [27, 33]. However, these an-
tibodies are not active against the 2009 H1pandemic in-
fluenza virus. The 5J8 antibodies are active against the 
H1 subtype of HAs of both the 1918 and 2009 pandemic 
influenza viruses and seasonal influenza A viruses. The 
study of the crystal structure of the CH65, CH67, and 
5J8 antibodies in a complex with HA revealed that 

2G1-4HG4
1F1-4GXU
2D1-3LZF
5J8-4M5Z
8F8-4HF5
8M2-4HFU
CH65-3SM5
CH67-4HKX
GC0587-4LVH
GC0757-4F15
H5M9-4MHH
H5M9-4MHJ
C05-4FP8
F045-092-4O58
S139/1-4GMS
F045-092-4O51
HC19-2VIR
HC63-1KEN

BH151-1EO8
HC45-1QFU

CR9114-4FQI
CR9114-4FQV
CR9114-4FQY
F10-3FKU
C179-4HLZ
MAb 3.1-4PY8
FI6v3-3ZTN
CR6261-3GBM
Fab 39.29-4KVN
FI6v3-3ZTJ
CR6261-3GBN
CR8043-4NM8
CR8020-3SDY

HA
1 37 87 137 184 234 284 333 379 429 479 565

HA1-chain HA2-chain

Fig. 1. Schematic arrangement of B-cell epitopes in the amino acid sequence of hemagglutinin (HA). The figure was 
obtained using the Geneious 9.0.2 software as follows: the amino acid sequences of influenza virus hemagglutinins rec-
ognized by the corresponding antibodies (Table 1) were aligned with respect to each other. The epitope recognized 
by the corresponding antibody was mapped on each sequence. Information on the B-cell epitopes of HAs was obtained 
from the immunological epitope database. The figure in the middle shows HA with the following elements: HA1 and HA2 
chains (green), alpha helices (pink), antigenic sites: Cb (yellow), Ca1 (purple), Ca2 (blue), Sa (gray), and Sb (green). 
Location of B-cell epitopes of influenza A virus HA is shown above and below the HA (see Table 1). H1 (dark blue) and 
H3 (dark green) epitopes to the globular portion of HA are shown above; epitopes to the stem portion of HA (dark red) 
are shown below. Antigenic sites are mapped according to Caton A.J. [50].
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they recognize epitopes near the receptor-binding site 
and build their HCDR3 loop into the receptor-binding 
pocket.

H2N2 viruses circulated in the human population 
for 11 years, from 1957 to 1968. Since these viruses re-
mained absent for a long time, population immunity 
decreased significantly. Moreover, it is completely ab-
sent in people born after 1968: so, the probability of a 
reappearance of this subtype of the virus is very high, 
which undoubtedly raises concern. Antibodies to the 
H2N2-8F8, 8M2, and 2G1 subtypes, which recognize 
and neutralize all subtypes of H2 HA from 1957 to 1968, 
were obtained from donors using  hybridoma technol-
ogy [29]. The analysis of the crystal structures of these 
antibodies in a complex with HA showed that they 
recognize the receptor-binding pocket. Antibodies to 
8F8 insert their HCDR3 loop into the receptor-binding 
pocket, whereas antibodies 8M2 and 2G1 insert their 
HCDR2 loop [29] 

The aforementioned antibodies to the receptor-bind-
ing pocket of HA indicate that this portion of the glob-
ular part of HA is more conserved than the antigenic 
sites Sa or Sb, but that antibodies to this site are unable 
to recognize different HA subtypes. Nevertheless, anti-
bodies that recognize the receptor-binding pocket and 
are capable of heterosubtypic recognition of HA were 
found. 

C05 and S139/1 antibodies have heterosubtypic ac-
tivity and can bind to many influenza virus subtypes, 
including H1, H2, and H3 [30, 31]. S139/1 antibodies 
were obtained from mice immunized with the H3N2 vi-
rus. These are the first heterosubtypic antibodies that 
recognize the receptor-binding pocket by interacting 
with the H1, H2, H3, H5, and H13 subtypes of HA [34]. 
The analysis of the crystal structures of these antibod-
ies in a complex with HA has shown that they interact 
with the receptor-binding pocket through the HCDR2 
loop [31]. The study of the binding and neutralization 
of the virus confirmed that S139/1 antibodies do have 
heterosubtypic activity, although with narrow specific-
ity within one subtype. Nevertheless, these results sug-
gest that different strains of different subtypes of the 
influenza A virus may contain a similar epitope within 
the receptor-binding site.

Other antibodies, C05, were found using a phage li-
brary prepared based on cells isolated from individu-
als infected with the seasonal influenza virus [30]. C05 
have neutralizing activity against the H1, H2, H3, and 
H9 viruses and have a greater breadth of recognition 
within these subtypes compared to S139/1 antibodies. 
Unlike other previously described antibodies recogniz-
ing the receptor-binding pocket, C05 bind to HA exclu-
sively through the heavy chain. The main interaction is 
mediated only by a long HCDR3 loop, which penetrates 

into the receptor-binding pocket. The epitope for these 
antibodies on the HA surface is very compact.

Still another group of antibodies with broad het-
erosubtypic recognition, F045-092, were also obtained 
using phage libraries based on cells isolated from do-
nors. They are able to recognize and neutralize vari-
ous strains of the H1, H2, H3, and H5 subtypes of the 
influenza virus [35]. Analysis of the crystal structure of 
F045-092 antibodies in a complex with HA showed that 
they insert the HCDR3 loop into the receptor-binding 
pocket, wherein the carboxyl group of an aspartate at 
the apex of the recognition loop mimics the carboxyl 
group of the sialic acid [32]. Broader recognition of dif-
ferent subtypes of the influenza A virus is probably 
achieved due to the receptor mimicry.

ANTIBODIES TO THE STEM PART OF THE HA MOLECULE
The originally described antigenic sites were located 
only in the globular domain of HA, and the viewpoint 
that the stem region is not accessible for a humoral 
immune response was wide spread. However, in 1993, 
S179 antibodies were described which were obtained 
from mice immunized with the H2N2 influenza virus 
and were capable of neutralizing the H1, H2, and H5 
subtypes of HA [11, 14]. In contrast to the antibodies to 
the globular part, these antibodies blocked the confor-
mational reorganization of HA at a low pH, thus inhib-
iting its function. Twenty years after the discovery of 
the S179 antibodies, their crystal structure in a com-
plex with the H5 subtype of HA was determined. The 
analysis of this complex showed that the antibodies in-
teract with HA using both heavy and light chains [36]. 

Fifteen years after the discovery of the S179 of anti-
bodies, several additional antibodies to the stem portion 
of HA were described. Investigation of the structure of 
two of these human antibodies, CR6261 [37] and F10 
[38], in a complex with HA showed that they interact 
with a highly conserved epitope in the stem portion, 
which is similar in all first-group HAs (Table2). Both 
antibodies interact with HA only through the heavy 
chain, inserting the HCDR2 loop into the hydrophobic 
pocket.

Other monoclonal heterosubtypic antibodies (MAb 
3.1) were obtained from donors using phage library. 
MAb 3.1 antibodies are able to neutralize H1a influenza 
viruses (H1, H2, H5, and H6), but they show weak neu-
tralizing activity against the H1b subgroup (H13, H16, 
and H11) [39]. Similarly to other heterosubtypic anti-
influenza antibodies, CR6261 and F10, MAb 3.1 enters 
into contact with the stem part of HA, using only the 
heavy chain. In contrast, the HCDR1 and HCDR3 loops 
are involved in this interaction in MAb 3.1.

Antibodies that interact exclusively with the sec-
ond group of HA were also discovered. For example, 
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CR8020 antibodies, isolated from a healthy donor, 
bonded to the highly conserved epitope at the stem 
portion of HA and exhibited neutralizing activity 
against the H3, H7, and H10 viruses [39]. Later on, other 
antibodies were obtained: namely, CR8043, which, un-
like CR8020, is encoded by other gene segments [40]. In 
experiments in vitro, CR8043 demonstrated neutral-
izing activity against the H3 and H10 subtypes of the 
influenza virus and protected mice against lethal doses 
of the H3N2 and H7N7 viruses [41]. The CR8020 and 
CR8043 antibodies bind to similar epitopes, but they 
interact with HA in different ways. Both antibodies 
interact with both the light and heavy chains of HA. 
Similarly to antibodies binding to the first group of HA, 
CR8020 and CR8043 antibodies also interact with the 
stem portion of the HA molecule and prevent confor-
mational changes in it at a low pH. These antibodies 
may also inhibit the HA maturation process, blocking 
the proteolytic cleavage of immature precursor HA0 
into the HA1 and HA2 subunits. Therefore, epitopes of 
these antibodies, which have been found and structur-
ally characterized, are the second critical area in the 
stem portion of the HA molecule.

Monoclonal antibodies having heterosubtypic activ-
ity against both the first (H1) and second (H3) groups 
of the influenza A virus were described. Such broad-
spectrum heterosubtypic antibodies, FI6v3, were first 
characterized in 2011. They were isolated from a li-
brary consisting of 104,000 plasma cells derived from 
eight donors using the single-cell culturing method 
[42]. FI6v3 antibodies show neutralizing activity 
against both groups of viruses and inhibit the forma-
tion of syncytium in a cell culture. Similar Fab-frag-
ments of the monoclonal antibodies Fab 39.29 were 
obtained using “in vitro activation and antigen-spe-
cific enrichment” of 840 plasma blasts of vaccinated 
individuals [43].

Yet other broad-spectrum heterosubtypic antibod-
ies, CR9114, bind to the conserved epitope in the stem 
portion of HA and demonstrate activity against all test-
ed influenza A virus strains in neutralization tests [44]. 
Moreover, these antibodies are capable of interacting 
with the influenza B virus. However, in experiments 
in vitro, neutralization of the influenza B virus was not 
detected, at least in the tested concentrations. There-
fore, at present, CR9114 are antibodies with the broad-

Table 2. Interaction between monoclonal antibodies specific to the stem portion of HA and different subtypes of influen-
za A viruses.

Group classification of 
influenza viruses

Monoclonal antibody

C179 F10 CR6261 MAb 3.1 CR8020 CR8043 Fab 39.29 FI6v3* CR9114**

H9 + + + - - - n.t. n.t. +
H8 n.t. + + - - - n.t. n.t. +

H12 - n.t. - - - - n.t. n.t. +
H6 + + + + - - n.t. n.t. +
H1 + + + + - - + + +
H2 + + + + - - + n.t. +
H5 + + + + - - + + +

H11 n.t. + - - - - n.t. n.t. n.t.
H13 - - - - - - n.t. n.t. n.t.
H16 - - - - - - n.t. n.t. n.t.
H3 - - - - + n.t. + + +
H4 - - - - + n.t. n.t. n.t. +

H14 - - - - n.t. + n.t. n.t. n.t.
H10 - - - - + n.t. n.t. n.t. +
H7 - - - - + + + + +

H15 - - - - n.t. + n.t. n.t. n.t.

Note. “+”- Neutralization of influenza virus, “-” interaction with HA was not detected, “n.t.”– not tested. Group H1 
influenza viruses are shown in red, group H3 antibodies are shown in green.
* FI6v3 antibodies interact with other subtypes of HA, but neutralization of the virus has not been investigated. 
** CR9114 interacts with the influenza B virus, but it does not neutralize it.
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est specificity among all known monoclonal antibodies 
to influenza A virus HA.

Heterosubtypic antibodies to the influenza B virus 
were also found. In particular, the CR8059 and CR8071 
antibodies can neutralize influenza B viruses in both 
lines [44].

The possibility of obtaining single-domain antibod-
ies with neutralizing cross-activity was first shown 
with respect to the H1, H2, H5, and H9 influenza virus 
subtypes. Four cross-neutralizing antibodies (R2b-E8, 
R2b-D9, and R1a-B6) were bound to the full-length 
HA, rather than the HA1 domain, and unbound at low 
pH. These antibodies can bind to epitopes in the mem-
brane proximal region of the HA stem far from the 
receptor-binding site. This cross-neutralization mech-
anism was described for the human monoclonal anti-
bodies F10 and CR6261. One of these antibodies (R2a-
G8) binds to a portion of the HA1 domain located in the 
stem part of HA [18].

Based on the aforementioned data, all antibodies can 
be classified into four groups according to their breadth 
of recognition.

1) Antibodies to the globular portion recognizing one 
or a few strains within one HA subtype (2D1);

2) Antibodies to the globular portion recognizing a 
large number of strains or all strains within one HA 
subtype (H5M9, HC45, BH151,8F8, 8M2, 2G1, etc.);

3) Antibodies to the globular portion capable of rec-
ognizing several strains of different HA subtypes (C05 
and S139/1); and

4) Antibodies to the stem portion reaching pro-
nounced heterosubtypic activity (C179, F10, CR6261, 
CR8020, FI6v3, MAb 3.1, CR8043, Fab 39.29, and 
CR9114).

CONCLUSION
The epidemic outbreaks of influenza that occasionally 
occur in vaccinated populations certainly demonstrate 
the need for continued search for agents for emergen-
cy prevention and treatment of this disease. In this re-
gard, protectors against pandemic influenza strains are 
of particular importance.

The idea of the development of broad-spectrum 
agents that can neutralize various subtypes of influen-
za viruses is the most promising for emergency preven-
tion of influenza caused by the virus, which is volatile 
against the major antigen hemagglutinin.

In this investigation, we studied the ability of neu-
tralizing broad-spectrum antibodies to recognize vari-
ous B-cell epitopes of HA, which is very important in 
view of the evolution of influenza viruses.

The computer analysis of known conformational B-
cell epitopes of influenza virus HA has shown that the 
stem part of the HA molecule, whose antibodies have 
pronounced heterosubtypic activity, should be the 
target for the search for and development of broad-
spectrum antibodies to the influenza virus. CR9114 
antibodies demonstrate the widest cross-neutralizing 
activity against influenza A virus HA, compared to all 
the monoclonal antibodies that are currently available 
and being investigated. The heterosubtypic antibodies 
CR8059 and CR8071 influenza B virus type have also 
been found. 

These data indicate that it is possible to design 
broad-spectrum drugs for emergency prevention and 
treatment of influenza using monoclonal or single-do-
main antibodies neutralizing certain B-cell epitopes in 
the stem portion of influenza virus HA. 
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INTRODUCTION
Awareness of the fact that more than 80% of the ge-
nome has a specific biological function primarily asso-
ciated with regulation of the expression of protein-cod-
ing genes became one of the most important results of 
the Encyclopedia of DNA Elements (ENCODE) project, 
which was aimed at deciphering the functional part of 
the genome. The most commonly identified function-
al elements were genes encoding various regulatory 
RNAs, including miRNAs (short, 19 to 24 nucleotide, 
single-stranded RNA molecules), which are key regu-
lators of various biological processes at the post-tran-
scriptional level [1].

The first miRNA (lin-4) was identified in the nem-
atode Caenorhabditis elegans as early as  in 1993, but 
only identification of the second miRNA (let-7) in C. 
elegans in 2000 provided the impetus for active investi-
gation of miRNAs in vertebrates and invertebrates [2]. 
To date, miRNAs have been found in animals, plants, 
protists, and viruses [3]. The miRNA data are stored in 

a number of databases, including miRBase, microRNA.
org, MicroRNAdb, miR2Disease, HMDD, and Phe-
nomiR. According to the latest miRBase version (v21), 
a total of 35,828 mature miRNAs were identified in 223 
species, with 2,588 mature miRNAs being identified in 
humans [4].

MiRNAs are highly conserved molecules. Evolution-
ary related miRNAs are combined into 239 different 
families whose members have highly homologous se-
quences and some common targets [5]. Recent studies 
have demonstrated that miRNAs are essential for the 
normal development of various physiological systems 
in organisms and maintenance of cell homeostasis, 
while a change in their expression and/or function is 
associated with the development of many pathologi-
cal conditions in humans, including oncological, infec-
tious, neurodegenerative, and autoimmune diseases [4]. 
In this review, we first discuss briefly the biogenesis 
and mechanism of action of miRNAs and then con-
sider the involvement of miRNAs in the regulation of 

ABSTRACT MicroRNAs (miRNAs) are small non-coding RNA molecules that regulate gene expression at the 
post-transcriptional level through base-pairing predominantly with a 3’-untranslated region of target mRNA, 
followed by mRNA degradation or translational repression. Totally, miRNAs change, through a complex regu-
latory network, the expression of more than 60% of human genes. MiRNAs are key regulators of the immune 
response that affect maturation, proliferation, differentiation, and activation of immune cells, as well as antibody 
secretion and release of inflammatory mediators. Disruption of this regulation may lead to the development of 
various pathological conditions, including autoimmune inflammation. This review summarizes the data on bio-
genesis and the mechanisms of miRNA action. We discuss the role of miRNAs in the development and the action 
of the immune system, as well as in the development of an autoimmune inflammatory response. Special attention 
is given to the role of miRNAs in the autoimmune inflammation in multiple sclerosis, which is a serious socially 
significant disease of the central nervous system. Currently, a lot of research is focused on this problem.
KEYWORDS microRNA, autoimmune inflammation, multiple sclerosis.
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Toll-like receptor; Treg – regulatory T cells.
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the immune system and the autoimmune inflamma-
tory process, focusing on the participation of miRNAs 
in the development of multiple sclerosis (MS), which 
is a chronic autoimmune inflammatory disease of the 
central nervous system.

BIOGENESIS AND MECHANISM OF ACTION OF miRNAs
Most miRNAs are encoded by genes located in the in-
trons of protein-coding genes; miRNA genes can also be 
localized in exons, 5’- and 3’-untranslated gene regions, 
or intergenic regions [6].

MiRNA genes are transcribed in the nucleus, pri-
marily by RNA polymerase II, as a primary miRNA 

(pri-miRNA), which is a long transcript (from a few 
hundred to tens of thousands of nucleotides) (Fig. 1). 
The primary miRNA is then converted into a miRNA 
precursor (pre-miRNA) by the Drosha-DGCR8 mi-
croprocessor complex (canonical pathway) [6]. There 
are also several other non-canonical pathways of pre-
miRNA production, one of which is the formation of 
a pre-miRNA during splicing of short hairpin introns 
(mirtrons), followed by cleaving of pre-miRNA by the 
Ldbr protein [7]. Then, the miRNA biogenesis path-
ways merge, and the pre-miRNA is processed in the 
cytoplasm by the Dicer enzyme (RNase III) to form a 
miRNA duplex, with one of the duplex chains being in-
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volved in the formation of the RNA-induced silencing 
complex (RISC) (Fig. 1).

A small, 6–8 nucleotide, miRNA fragment, the seed 
region, is critical for miRNA binding to the target mRNA 
within the RISC complex. The degree of complementar-
ity between this miRNA fragment and the target mRNA 
largely determines the mechanism of gene expression 
regulation. Complete complementary binding between 
miRNA and mRNA leads to cleavage and degradation 
of mRNA. In the case of incomplete complementarity 
between miRNA and a target mRNA, mRNA translation 
is inhibited at the stage of initiation or elongation, and 
the mRNA is destabilized due to cleavage of a polyA se-
quence and is transferred to processing bodies. MiRNA 
can act at the transcriptional level through regulation of 
chromatin reorganization [9]. In most cases, miRNAs re-
duce the expression level of a target mRNA; but in some 
cases, binding of miRNAs to certain protein complexes 
can increase expression of target genes via direct or in-
direct mechanisms [10].

At present, miRNAs are known to function not only 
inside the cells, but are also capabale of being secreted 
into the bloodstream and affect other animal cells. In 
blood, an extracellular mature miRNA (90–99%) pri-
marily associates with proteins of the AGO family [11]. 
In addition, pre-miRNA can be secreted into the blood-
stream within exosomes and/or multivesicular bodies. 
Exosomes, in turn, can be captured by recipient cells 

(including other cell types), and the pre-miRNA in the 
cytoplasm of recipient cells is processed into a mature 
miRNA. MiRNA can also be released from cells during 
apoptosis [12].

To denote the gene encoding miRNA, its precur-
sor, and a mature miRNA molecule, there is a special 
nomenclature, but it has not yet become conventional. 
For example, the gene encoding miRNA is denoted by 
two abbreviations: mir or MIR, e.g., mir142 or MIR142. 
The abbreviation “mir” is also used to denote a prima-
ry miRNA and pre-miRNA, while a mature miRNA 
is called “miR”. A certain species of miR origin is des-
ignated with a three-letter prefix: “hsa” means a hu-
man (Homo sapiens) miR, and “rno” means a rat (Rat-
tus norvegicus) miR; e.g., hsa-miR-367 or rno-miR-1, 
respectively. Groups of closely related miRNAs having 
a similar sequence are combined into families designat-
ed by numbers (e.g., miR-33). Within the same family, 
individual miRNAs are annotated with an additional 
one-letter suffix; e.g., hsa-miR-451a and hsa-miR-451b. 
Pre-miRNAs that give rise to identical mature miRNAs 
but are encoded in different genome regions are de-
noted with an additional dash-number suffix; e.g., 
hsa-mir-121-1 and hsa-mir-121-2 precursors give the 
same mature miRNA hsa-miR-121. The miRNA duplex 
strand that preferentially binds to the target mRNA 
(also called the guide strand) is designated as, e.g., miR-
56, and the complementary unstable (passenger) chain 
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is denoted by an asterisk (e.g., miR-56*). If data on the 
functional activity of miRNA duplex strands are miss-
ing, the pre-miRNA end related to the miRNA duplex 
strand resulting from processing is indicated, e.g., miR-
142-5p (5’-end of pre-miRNA) and miR-142-3p (3’-end 
of pre-miRNA).

Like cytokine action, the miRNA function is charac-
terized by degeneracy (redundancy) and pleiotropy; i.e. 
the expression level of one mRNA can be regulated by 
many miRNAs, and one miRNA binds to many target 
mRNAs, which results in the formation of a complex 
regulatory network (Fig. 2). Thus, a change in the ex-
pression of one miRNA may lead to changes in the ex-
pression profile of many target mRNAs: however, this 
effect for each individual mRNA will also depend on 
the influence of other miRNAs.

Redundancy of the miRNA system may affect, in to-
tal, expression of about 60% of the genes in the organ-
ism [13]. It should be noted that the expression level of 
miRNA genes, like that of protein-coding genes, can 
be regulated at the epigenetic level, during transcrip-
tion, processing, and nuclear export, as well as being 
controlled by the miRNA degradation level [14]. The 
spectrum of organism miRNAs directly depends on 
the complexity of the organism structure. In addition, 
miRNA expression is tissue-specific and ontologically 
oriented. Thus, as our understanding grows, it becomes 
increasingly clear that the miRNA network is an essen-
tial and evolutionarily ancient component of the system 
of gene expression regulation.

INVOLVMENT OF miRNAs IN THE DEVELOPMENT 
AND FUNCTION OF THE IMMUNE SYSTEM
A large number of studies demonstrating the crucial 
role of miRNAs in the development of immune system 
elements have been conducted in recent years. The 
miRNA expression profiles of various hematopoietic 
organs and cell types were shown to be different, with 
the expression of specific miRNA sets being changed 
during differentiation of immune system cells. For ex-
ample, miR-142a, miR-181a, and miR-223 were found 
to be preferentially expressed in hematopoietic cells 
[15]. The importance of miRNAs to immune system de-
velopment was also shown in transgenic mice. Knock-
out of the Dicer gene, which is required for normal 
maturation of miRNAs, leads to serious disruptions in 
the development and function of mouse immune sys-
tem cells and death in the early embryonic period [16]. 
Today, we know that miRNAs are key regulators of the 
immune response that affect maturation, proliferation, 
differentiation, and activation of immune system cells, 
as well as production of antibodies and release of in-
flammatory mediators. They are necessary for the nor-
mal functioning of both innate and adaptive immunity.

MiRNAs and regulation of innate immunity
Innate immunity is the first line of the organism’s 
defense against infectious agents and the initiator of 
inflammatory response involving monocytes, mac-
rophages, granulocytes, dendritic cells (DCs), and 
natural killer (NK) cells.

Monocytes and DCs are able to recognize microbial 
components through Toll-like receptors (TLRs), trig-
gering a cascade of inflammatory reactions. The activ-
ity of Langerhans cells, which are one of the DC sub-
types, was shown to be strictly dependent on the Dicer 
enzyme involved in the formation of mature miRNAs. 
The cell renewal and apoptosis rate increases in the ab-
sence of the Dicer enzyme, which leads to a progressive 
decrease in the number of Langerhans cells in vivo [17]. 
It was also demonstarted that differentiation of gran-
ulocytes in humans is regulated by miR-223 [18], and 
differentiation of monocytes involves miRNAs belong-
ing to the miR-17-92 and miR-106a-92 clusters [19].

Recognition of the conserved structures of various 
pathogens by TLR receptors on the surface of DCs and 
monocytes initiates signal transduction into the cell 
through a cascade involving important specific kinases 
IRAK-1, -2, or -4 (interleukin-1 (IL-1) associated kinas-
es) and the tumor necrosis factor receptor-associated 
factor 6 (TRAF6). This stimulates the release of pro-in-
flammatory and antiviral cytokines, such as interferon 
IFN-γ, IFN-β, and the tumor necrosis factor (TNF) [17]. 
All these stages are also regulated by miRNAs. For ex-
ample, miR-155, whose synthesis is induced by a num-
ber of TLR ligands, is involved in the survival and ac-
tivation of immune cells through binding to its targets: 
Src homology-2 domain-containing inositol 5-phospha-
tase 1 (SHIP1) and suppressor of cytokine signaling 1 
(SOCS1), which are negative regulators of the immune 
response [20]. This leads to stimulation of synthesis 
of proinflammatory cytokines and, as a consequence, 
to activation of the adaptive immune response. The 
MIR146A gene expression is immediately induced by 
a lipopolysaccharide, which is a cell-wall component of 
Gram-negative bacteria, while miR-146a itself is ca-
pable of complementarily binding to 3’-UTR mRNAs 
of IRAK-1 and TRAF6, inhibiting production of these 
key signaling proteins, which inhibits activation of the 
NF-κB factor and reduces production of proinflamma-
tory cytokines IL-6 and TNF [21].

In response to lipopolysaccharides, monocytic cell 
lines and macrophages also significantly increase ex-
pression of miR-132, -125b, -21, and -9, which indicates 
involvement of miRNAs in controlling the Toll signaling 
pathway, with some miRNAs (according to the effect 
pattern) acting at the stage when the organism returns 
to normal homeostasis after a response to an infection. 
This feedback regulation is very important, because not 
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only reduced, but also increased activation of the TLR 
signaling pathway may harm the organism [22].

NK cells provide early protection through disruption 
of transformed cells and also affect the development 
of many immune cells, producing various cytokines. 
Peripheral NK cells not expressing miRNA biogenesis’ 
genes Dicer or Pasha (Dgcr8) had functional distur-
bances of cellular receptor activation [17], which em-
phasizes the significance of the miRNA system for the 
function of NK cells.

All these studies strongly indicate that miRNAs are 
actively involved in the regulation of the innate im-
mune response.

MiRNAs and regulation of adaptive immune response
The adaptive immune response is characterized by spe-
cific recognition of foreign antigens by T and B lym-
phocytes, followed by selection and proliferation of the 
antigen-specific clones of these cells. This results in 

both a dramatic increase in the number of T and B lym-
phocytes responding to an antigen and production of 
memory cells providing a secondary immune response.

MiRNAs are actively involved in the regulation of 
the development and differentiation of T and B cells 
(Fig. 3). For example, disruption of miRNA process-
ing in T cells caused by a deletion of the Dicer gene 
reduces the amount of thymocytes and increases their 
apoptosis at an early developmental stage [23]. The 
lack of Dicer or AGO2 proteins disrupts differen-
tiation of B cells at different stages and changes the 
spectrum of secreted antibodies [24, 25]. Furthermore, 
Dicer deficiency is supposed to affect the program of 
V(D)J-recombination in developing B cells [25]. At the 
same time, naive T cells with reduced miRNA expres-
sion and production of the AGO2 protein differentiate 
more rapidly into effector T cells [26].

Many studies have focused on exploring individual 
miRNAs whose expression is specific at each stage of 
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the differentiation of B and T cells. According to [27], 
more than 100 miRNAs were identified that may po-
tentially affect the molecular pathways controlling the 
differentiation and function of innate and adaptive im-
munity cells. MiR-181a is differentially expressed in 
hematopoietic cells and is involved in the regulation 
of differentiation of B and T cells at early develop-
mental stages. Inhibition of miR-181a in immature T 
cells disrupts both positive and negative selection of 
T cells, despite the fact that increased expression of 
this miRNA in mature T cells enhances the sensitivity 
of their response to an antigen [28]. Along with miR-
181a, miR-17-92 expression is increased in B and T cells 
precursors and reduced in mature cells, and miR-155 
is required for the differentiation of naive T cells into 
effector cells (Treg, Th1/2, Th17) [29].

A reduction in the amount of Dicer or Drosha in 
regulatory T cells (Treg) leads to the early develop-
ment of autoimmune diseases. CD4+ T cells not ex-
pressing miRNAs were shown not to be capable of 
differentiating into Treg cells in the thymus. MIR155 
knockout mice have a reduced amount of Treg cells 
[30]. At the same time, miR-21 and miR-31 regulate 
Treg cell differentiation by changing the expression of 
the basic transcription factor Foxp3 required for the 
normal development of this subset of CD4+ cells [31]. 
Unlike Treg cell, a Dicer deletion leads to activation 
of differentiation of naive CD4+ T-cells towards Th1 
cells. Increased expression of miR-29 in naive CD4+ 
T cells inhibits differentiation of Th1 cells and pro-
duction of IFN-γ. MiR-146a has been demonstrated 
to be involved in the regulation of differentiation of 
Th1 cells targeting Traf1 and Irak1 (as previously dis-
cussed), as well as Stat1 mRNAs. Furthermore, miR-
146a expression is increased in Th1 cells, whereas 
this expression is reduced in Th2 cells. An increased 
expression of miR-21 in T cells promotes in vitro dif-
ferentiation of Th2 cells, while icreased expression of 
miR-27 and miR-128 reduces production of IL-4 and 
IL-5 in activated CD4+ T cells. The subset of Th17 
cells is regulated by miR-326 that binds to the tar-
get Ets1 gene and enhances differentiation of these 
cells and production of IL-17 [31]. At the later stages 
of differentiation, increased expression of miR-155 
and miR-21 in CD8+ cells was observed [32]. MiR-150 
prevents the development of mature B cells but pro-
motes activation of T cells through binding to specific 
transcription factors, including c-Myb and T-bet [33]. 
MIR155 knockout mice were detected with disrup-
tions of antibody secretion and switching of the pro-
duction of antibody isotypes in B cells [34].

Therefore, increasingly growing evidence indicates 
that miRNAs are involved in the regulation of the im-
mune response. Disruption of this regulation may lead 

to various pathological conditions, including autoim-
mune inflammatory processes.

MiRNAs AND DEVELOPMENT OF 
AUTOIMMUNE INFLAMMATION
Autoimmune inflammation underlies the pathogene-
sis of many systemic and organ-specific autoimmune 
diseases (AIDs), such as systemic lupus erythematosus, 
MS, rheumatoid arthritis, type 1 diabetes mellitus, au-
toimmune thyroiditis, Crohn’s disease, etc. The cause 
of these diseases is considered to be a negative reac-
tion of the immune system to self-tissues that leads to 
the formation of autoreactive cells and autoantibodies, 
production of a wide range of pro-inflammatory cy-
tokines and mediators, and eventually to damage and 
destruction of normal tissues. Now, it is believed that 
the initial impetus for the development of many AIDs is 
chronic inflammation that, due to mediators constantly 
produced by autoimmune cells, exacerbates the nega-
tive reaction of the immune system to the self antigens 
and prevents, through a negative feedback mechanism, 
immune response completion.

Analysis of the miRNA profile in AID patients re-
vealed numerous disruptions of miRNA expression 
[35–37], with the most frequent changes in some 
miRNAs (e.g., miR-155, -146a, -326, -21, and -181). Spe-
cific miRNAs expressed by cells of the immune system 
and resident cells of tissues can repress the synthesis of 
key proteins, thereby contributing to the development 
of the autoimmune inflammatory response at different 
stages (Fig. 4). These stages include an inflammatory 
reaction; activation of antigen-presenting cells (APCs); 
recognition of an antigen by specific lymphocyte re-
ceptors; differentiation of CD4+ T cells into different 
subsets; functioning of Treg cells; production of vari-
ous cytokines; tranduction of the signal into resident 
cells of various tissues in response to inflammatory cy-
tokines; additional recruitment of inflammatory cells 
by chemokines and cytokines; formation of germinal 
centers of B cells and switching of immunoglobulin iso-
types; as well as some mechanisms of tissue damage not 
mediated by immune cells.

As mentioned above, sequential activation of certain 
miRNAs can control the strength level and duration 
of the inflammatory response induced by activation of 
TLR receptors. For example, induction of miR-155 and 
repression of miR-125b and let-7i caused by activation 
of TLR receptors were shown to lead to synthesis of 
various pro-inflammatory cytokines and activation of 
an adaptive immune response. Induction of expression 
of miR-146a, -132, and -9, which are negative regula-
tors of inflammation, promotes inhibition of TLR sig-
naling. MiR-21 and miR-147, which are induced later, 
are involved in the activation of the inflammatory re-
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sponse, inhibiting the synthesis of miR-155 and pro-
inflammatory cytokines [22].

The role of certain miRNAs in the function of APCs 
and differentiation of CD4+ T cells was described 
above. Production of several cytokines is directly reg-
ulated by miRNAs. For example, miR-29 in T lym-
phocytes can bind to mRNA of IFN-γ and inhibit its 
production [30], while miR-23b expressed in resident 
fibroblast-like synoviocytes can inhibit NF-κB activa-
tion by binding to target mRNAs of the TAB2, TAB3, 
and IKK-α genes in response to inflammatory cytokines 
[38]. Thus, miRNAs can regulate crosstalk between cy-
tokines produced by immune cells and signal transduc-
tion from cytokine receptors to resident cells of various 
tissues during AID development. MiRNAs can be in-
volved in the recruitment of additional inflammatory 
cells with participation of chemokines. It was demon-

strated that miRNA-125a is involved in the negative 
regulation of chemokine RANTES (CCL5) production 
in activated T cells upon development of systemic lu-
pus erythematosus [39], and increased miRNA-146a 
expression inhibits secretion of chemokines CCL5 and 
IL-8 in epithelial cells of the human lung [40]. Immuno-
globulin isotype switching can also be disrupted in the 
absence of some miRNAs; e.g., miR-155 [34]. Finally, 
activation of certain matrix metalloproteinases promo-
ting penetration of immune cells into the inflammatory 
lesion was shown to be also regulated by miRNAs [41].

A screening comparative study of miRNA expres-
sion in resident cells in inflammatory lesions in patients 
with rheumatoid arthritis, systemic lupus erythemato-
sus, and also in animal models of these diseases and MS 
revealed miRNA expression disturbances common to 
these autoimmune diseases: expression of miR-23b and 
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miR-30a-5p was enhanced, and expression of miR-214 
and miR-146a was reduced [38].

The accumulated data suggest a significant role of 
miRNAs in the development of AIDs. Let us consider 
this role in more details using the example of multiple 
sclerosis, which is one of the most studied AIDs.

THE ROLE OF miRNAs IN THE DEVELOPMENT 
OF MULTIPLE SCLEROSIS
MS is a severe chronic autoimmune inflammatory CNS 
disease associated with a complex of immune-mediated 
pathological reactions that destruct the myelin sheath 
of neurons, which eventually leads to irreversible loss 
of neurological functions and severe disability.

Currently, the etiology and pathogenesis of MS are 
not fully elucidated; however, numerous studies sug-
gest the triggering role of the autoimmune process 
causing damage to the myelin sheath of nerve cells in 
the CNS. Activation of anergic T and B lymphocytes 
in the periphery (outside the CNS) is the first stage in 
MS immunopathogenesis. MS is associated with dis-
turbance of both cellular and humoral immunity. The 
development of MS is characterized by shifting of the 
balance of CD4+ T helper cells towards Th1 and Th17 
subsets and also by dysfunction of Treg cells. Disrup-
tion of the blood-brain barrier permeability promotes 
penetration of autoreactive cells into the CNS, where 
they are reactivated by proteins and lipids of the neu-
ron myelin sheath. Then, myelin-specific cells are in-
volved in the development of pathologic demyelinating 
lesions (plaques). Activated resident CNS cells (microg-
lia and astrocytes) also participate in the formation of 
the plaques. They produce cytokines and chemokines, 
mainly proinflammatory, that additionally recruit both 
autoreactive T and B lymphocytes and monocytes/
macrophages to demyelinating plaques; these cells, in 
turn, secrete a variety of the active molecules (cyto-
kines, antibodies, oxygen and nitrogen radicals, prote-
ases) involved in further damage to the myelin sheath 
and oligodendrocytes. Long-term and severe demye-
lination causes axonal death that leads to the develop-
ment of symptoms of a persistent neurological deficit. 
Damage to oligodendrocytes and myelin is accompa-
nied by the release of a large number of autoantigens 
providing impetus to the further development of the 
autoimmune process.

MiRNAs and the autoimmune inflammatory process 
in experimental autoimmune encephalomyelitis
The relationship between immunopathological and 
neurodegenerative processes enables use of experi-
mental autoimmune encephalomyelitis (EAE) as the 
primary animal model for studying the role of miRNAs 
in MS development.

One of the first studies demonstrated that MIR155 
knockout mice are resistant to EAE due to reduced dif-
ferentiation of Th1 and Th17 cells upon autoimmune 
inflammation [42]. Screening studies revealed changes 
in the expression of many miRNAs upon EAE. For ex-
ample, 43 miRNAs were identified whose expression 
in the lymph nodes of EAE rats was higher than that 
in rats resistant to EAE [43]; 33 of these miRNAs were 
previously associated with the development of MS and 
other AIDs. In oligodendrocytes of EAE mice, expres-
sion of 56 miRNAs was lower than that in oligodendro-
cytes of normal mice; the lowest expression level was 
that of miR-15a-5p, -15b-5p, -20b-5p, -106b-5p, -181a-
5p, -181c-5p, -181d-5p, -320-3p, -328-3p, and -338-3p 
[44].

Studying the role of miRNAs in the EAE develop-
ment helped identify specific target genes of some 
miRNAs and evaluate their involvment in the patho-
genesis of the disease (Table 1). The main method to in-
duce EAE in C57Bl/6 [38, 42, 47–57] and SJL [45] mice 
or Dark Agouti and PVG rats was immunization with 
the myelin oligodendrocyte glycoprotein, proteolipid 
protein, or their immunogenic peptides in a complete 
Freund’s adjuvant in combination with the pertussis 
toxin [43]. The studies were performed mainly in cells 
of the immune system (in particular, CD4+ T lympho-
cytes) and also in various cells of the nervous tissue. An 
increase in the expression level of miRNA genes (ex-
cept miR-20b and miR-132/212) was mostly observed 
in CD4+ T cells; in nervous system cells, expression 
of the three miRNAs was reduced, and that of two 
miRNAs was enhanced. The main targets of miRNAs 
both in CD4+ T lymphocytes and in nervous system 
cells were mRNAs of genes of transcription factors and 
modulators of transcription factor activity and genes of 
signaling pathway elements and cytokines. It is impor-
tant to note that targets of miR-29b and miR-20b are 
mRNAs of the TBX21 and RORC genes encoding T-bet 
and RORγt, which are the main transcription factors 
involved in the differentiation of Th0 cells to Th1 and 
Th17 cells, respectively. The target of miR-326 is the 
ETS1 gene encoding a transcription factor that direct-
ly controls the expression of cytokine and chemokine 
genes and is involved in the regulation of differentia-
tion and proliferation of lymphoid cells.

Targets of other miRNAs include genes of members 
of various signaling pathways, in particular the NF-
kB (TNFAIP3 and CHUK) and JAK/STAT (STAT3, 
SMAD7, SOCS1, and PIAS3) pathways, as well as 
genes encoding phosphatases (INPP5D and PTEN). 
Genes of some cytokines (IL-10, IL-6, and IFNG) and 
signaling pathways of IL-1 and IL-17 cytokines (TAB2 
and TAB3) are also targets of miRNAs, whose expres-
sion varies upon EAE.
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The action of miRNAs (such as let-7e, miR-155, -17-
92, -20b, -21, -29b, -301a, and -326) on the target is 
mainly observed in the disruption of differentiation and 
proliferation of Th1 and Th17 cells, which are believed 
to play a major role in the EAE development. MiR-26a 
and miR-873 stimulate production of pro-inflammato-
ry cytokines, affecting the neuroinflammatory process 
and severity of EAE. In addition, miR-155 is involved in 
the disruption of myelin proliferation, which may also 
contribute to the development of neurodegenerative 
processes. An increased level of miR-146a in neuronal-
ly-differentiated bone-marrow-derived mesenchymal 
stem cells (BMSCs) during EAE inhibits the synthe-
sis of prostaglandin E2, which may lead to increased 
production of TNF and IFN-γ by activated DC and T 
cells [45, 46]. Reduced miR-124 expression promotes 
activation of the phagocytic activity and inhibition of 

microglial differentiation, which leads to worsening of 
EAE in animals [47].

Thus, EAE proved to be an adequate experimental 
model suitable for studying the differential expression 
of miRNAs in autoimmune inflammation and for iden-
tifying the role of individual miRNAs in regulation of 
differentiation of Th1 and Th17 cells and synthesis of 
pro- and anti-inflammatory cytokines.

MiRNAs and the development of 
autoimmune inflammation in MS
Table 2 presents the results of a study of miRNA ex-
pression in MS patients. Various tissues and cells were 
used to isolate miRNAs: blood components, cerebrospi-
nal fluid, and demyelinating plaques. miRNA expres-
sion levels were compared between a control group of 
healthy people and patients with various MS forms. 

Table 1. Targets and the possible mechanisms of the effect of certain miRNAs whose expression was disrupted during 
the development of experimental autoimmune encephalomyelitis in mice.

miRNA Cell type

Change 
in 

expres-
sion*

Target genes Effect of changed miRNA expression Reference

let-7e CD4+ T 
lymphocytes ↑ IL10 Stimulation of development of Th1 and Th17 cells [48]

miR-17 CD4+ T 
lymphocytes ↑ IKZF4 Increased polarization of Th17 cells [49]

miR-19b CD4+ T 
lymphocytes ↑ PTEN Activation of Th17 cell differentiation [49]

miR-20b CD4+ T 
lymphocytes ↓ RORC, STAT3 Activation of Th17 cell differentiation [50]

mir-21 CD4+ T 
lymphocytes ↑ SMAD7 Activation of Th17 cell differentiation [51]

miR-23b Spinal cord cells ↓ TAB2, TAB3, 
CHUK

Stimulation of IL-17-mediated autoimmune inflam-
mation [38]

miR-26a Brain cells ↓ IL6 Increased expression of Th17-mediated cytokines [52]

miR-29b CD4+ T 
lymphocytes ↑ TBX21, IFNG Regulation of Th1 cell differentiation [53]

miR-124 Bone marrow 
macrophages ↓ CEBPA, SPI1 Activation of phagocytic activity, inhibition of micro-

glia differentiation [47]

miR-
132/212

CD4+ T 
lymphocytes ↓ ACHE

Stimulation of T cell proliferation and production of 
IL-17 and IFN-γ; increased catalytic activity of acetyl-

cholinesterase
[54]

miR-146a Bone marrow 
stem cells ↑ PTGES2 Inhibition of prostaglandin E2 synthesis [45]

miR-155 CD4+ T 
lymphocytes

↑ SOCS1 Stimulation of development of Th1 and Th17 cells [42]
↑ INPP5D Disturbance of myelin proliferation [42]

miR-301a CD4+ T 
lymphocytes ↑ PIAS3 Regulation of Th17 cell differentiation [55]

miR-326 CD4+ T 
lymphocytes ↑ ETS1 Stimulation of development and proliferation of Th17 

cells [56]

miR-873 Primary 
astrocyte culture ↑ TNFAIP3 Stimulation of production of inflammatory cytokines 

and increased demyelination of nerve fibers [57]

*Hereinafter: an increase (↑) or decrease (↓) in miRNA expression upon experimental autoimmune encephalomyelitis.
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The group of MS patients consisted mostly of patients 
with relapsing-remitting MS (RRMS), clinically isolat-
ed syndrome, primary progressive MS, and secondary 
progressive MS. Table 2 shows that the spectrum of ex-
pressed miRNAs is very broad and probably depends 
on the source of their isolation and/or the MS form.

Changes in the expression of certain miRNAs were 
observed in various cells. For example, expression of 
miR-142-3p, -155, and -326 was increased both in de-
myelinating plaques and in the whole blood of MS pa-
tients; expression of miR-19b and miR-106b was in-
creased in Treg and B cells; and expression of miR-145 
was increased in the whole blood and peripheral blood 
mononuclear cells. Opposite effects, depending on the 
cell type, were observed for certain miRNAs (miR-17, 

miR-34a): expression of miR-17 was increased in the 
whole blood and reduced in CD4+ T cells; expression 
of miR-34a was increased in plaques and decreased in 
CD4+ T cells. A number of changes (shown in bold in 
Table 2) in the expression of miRNAs (miR-17, -19, -20, 
-21, -23, -29, -146, -155, -326) coincided with the data 
obtained in EAE models. However, different miRNA 
expression patterns were observed in many cases that 
may be explained by various causes, including experi-
mantal conditions. It should be noted that the data on 
miRNA expression levels presented in Table 2 are not 
correlated with a MS stage and the approach to the 
treatment of MS patients.

Target genes of some miRNAs, whose expression is 
changed during MS development, were identified in 

Table 2. MiRNAs whose expression is altered in multiple sclerosis.

miRNA source Multiple sclerosis 
form

miRNAs differentially expressed in MS patients compared to 
a control

Change in 
expression Reference

Whole blood

RRMS
miR-142-3p, -145, -186, -223, -442a, -491-5p, -584, -664, -1275 ↑

[58]
miR-20b ↓

RRMS, CIS
miR-16-2-3p, -574-5p ↑

[59]
miR-7-1-3p, -20a-5p, -20b, -146b-5p, -3653 ↓

RRMS, PPMS, 
SPMS miR-17, -20 ↓ [60] 

MNCs

RRMS

miR-326 ↑ [56] 
miR-18b, -193a, -328, -599 ↑ [61] 

let-7d, miR-145, -744 ↑ [62] 
miR-142-3p, -146a, -155, -326 ↑ [63] 

RRMS, PPMS, 
SPMS let-7g, miR-150 ↓ [64] 

RRMS, CIS miR-29a-3p, -29c-3p, -532-5p ↓ [65] 

CD4+ T lym-
phocytes

RRMS
miR-326 ↑ [56]

miR-17-5p, -193a, -376a, -485-3p ↑
[66]

miR-34a, -126, -497 ↓
RRMS, PPMS, 

SPMS
miR-27b, -128, -340 ↑ [67]

miR-29b ↑ [53]
CD4+ CD25+ 
T regulatory 
lymphocytes

RRMS miR-19a, -19b, -25, -93, -106b ↑ [68]

B lymphocytes RRMS miR-19b, -106b, -191, -551a ↑ [69]

Plasma N/A
miR-22, -422a, -572, -614, -648, -1826 ↑

[70]
miR-1979 ↓

CSF* RRMS, PPMS, 
SPMS

miR-181c, -633 ↑
[71]

miR-922 ↓
Demyelinating 

plaque**
RRMS, PPMS, 

SPMS
miR-21, -23a, -27a, -34a, -142-3p, -146a, -155, -199a, -326, 

-346, -650 ↑ [72]

*The cerebrospinal fluid of patients with other neurological diseases was used as a control.
**Postmortem sections of brain white matter obtained from patients without a neurologic disease were used as a con-
trol.
Note. SPMS – secondary progressive multiple sclerosis (MS); CIS – clinically isolated syndrome; MNCs – mononuclear 
cells; PPMS – primary progressive MS; RRMS – relapsing remitting MS; CSF – cerebrospinal fluid. MiRNAs whose ex-
pression is changed both in multiple sclerosis and in experimental autoimmune encephalomyelitis are shown in bold.
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B and CD4+ T cells. These genes and their putative 
functions are shown in Table 3. The gene encoding the 
cell adhesion molecule SD47 is the target of miR-34a, 
miR-155, and miR-346. Other targets are genes en-
coding regulators of apoptosis (BIM) and transcription 
(SIRT1), cell proliferation inhibitor (p21), matrix metal-
loprotease 9 (MMP9), and cytokine IL-4. The action of 
miRNAs on these targets causes stimulation of myelin 
phagocytosis, changes in the blood brain barrier per-
meability, and disturbance of proliferation and activa-
tion of T cells and secretion of pro- and anti-inflamma-
tory cytokines.

The analysis of the data presented in Tables 2 and 3 
indicates a variety of miRNA differential expression 
profiles in MS, depending on the type of analyzed cells. 
Given the complex nature of MS, it may be assumed 
that miRNA expression determines the stages of the 
clinical course of MS; however, the available data are 

Table 3. Target mRNAs and the possible mechanisms of the effect of certain miRNAs whose expression is changed dur-
ing the development of multiple sclerosis in humans.

miRNA Tested cells Change in 
expression Target genes Putative functions Reference

miR-17 CD4+ T lymphocytes ↑ TGFBR2, PTEN, 
BCL2L11, CDKN1A Proliferation and activation of T cells [73]

miR-34a
miR-155
miR-346

Demyelinating 
plaques ↑ CD47 Stimulation of myelin phagocytosis [72]

miR-132 B lymphocytes ↑ SIRT1 Increased production of pro-inflammatory 
cytokines [74]

miR-320a B lymphocytes ↓ MMP9 Disturbance of HEB permeability [75]

miR-340 CD4+ T lymphocytes ↑ IL4 Shift of the balance of Th2/Th1 cytokines 
towards Th1 cytokines [67]

not sufficient to draw final conclusions. Further in-
vestigation of miRNA differential expression may 
help to identify potential MS biomarkers and clinical 
MS patterns, as well as shed light on the mechanisms 
of miRNA action. Of particular interest are the trig-
ger mechanisms underlying the processes that control 
the transition of patients from remission to relapse and 
from relapse to remission upon a RRMS clinical course.

In general, investigation of the role of miRNA in the 
epigenetic regulation of autoimmune inflammation in 
various inflammatory AIDs may not only facilitate the 
understanding of the processes that maintain the sta-
bility and plasticity of the immune system, but also af-
fect the development of strategies for the prevention 
and treatment of these serious social diseases. 

This work was supported by the Russian Science 
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ABSTRACT Human immunodeficiency virus type 1 is known to use the transcriptional machinery of the host cell 
for viral gene transcription, and the only viral protein that partakes in this process is Tat, the viral trans-activa-
tor of transcription. During acute infection, the binding of Tat to the hairpin at the beginning of the transcribed 
viral RNA recruits the PTEFb complex, which in turn hyperphosphorylates RNA-polymerase II and stimulates 
transcription elongation. Along with acute infection, HIV-1 can also lead to latent infection that is characterized 
by a low level of viral transcription. During the maintenance and reversal of latency, there are no detectable 
amounts of Tat protein in the cell and the mechanism of transcription activation in the absence of Tat protein 
remains unclear. The latency maintenance is also a problematic question. It seems evident that cellular proteins 
with a yet unknown nature or role regulate both transcriptional repression in the latent phase and its activation 
during transition into the lytic phase. The present review discusses the role of cellular proteins Ku and HMGA1 
in the initiation of transcription elongation of the HIV-1 provirus. The review presents data regarding Ku-me-
diated HIV-1 transcription and its dependence on the promoter structure and the shape of viral DNA. We also 
describe the differential influence of the HMGA1 protein on the induced and basal transcription of HIV-1. Fi-
nally, we offer possible mechanisms for Ku and HMGA1 proteins in the proviral transcription regulation.
KEYWORDS cellular transcription factors, latent phase, HIV-1 transcription, elongation.
ABBREVIATIONS HIV-1 – human immunodeficiency virus type I; AIDS – acquired immune deficiency syndrome; 
TAR – trans-activation response element; Tat – trans-activator of transcription; HMGA1 – high-mobility group 
protein A1; DNA-RK – DNA-dependent protein kinase; DNA-PKcs – DNA-PK catalytic subunit; LTR – long 
terminal repeat; RNAP II – DNA-dependent RNA polymerase II; CTD RNAP II – C-terminal domain of RNAP 
II; P-TEFb – positive transcription elongation factor b; HTLV-1 – human T-lymphotropic virus; MMTV – mouse 
mammary tumor virus; NRE-1 – negative regulatory element 1; TF – transcription factor.

INTRODUCTION
Although the human immunodeficiency virus (HIV-
1) was discovered over 30 years ago, the fight against 
the HIV infection still has not been won. Highly active 
antiretroviral therapy that is used to manage the HIV 
infection has significantly reduced mortality among pa-
tients with AIDS; however, interruption of treatment 
inevitably results in viral reproduction and increases the 
viral titer. One of the reasons for this phenomenon is the 
presence of cells in the human organism with the tran-
scriptionally silent provirus integrated in their genome. 
The silent state, which is typical for the latent phase of 
the viral infection, is characterized by the absence of 
full-fledged transcription from the viral promoter. How-

ever, without treatment, the silent provirus can be acti-
vated and cause the development of AIDS [1].

The hairpin structure located at the 5’-end of the 
synthesized mRNA and known as TAR (trans-activa-
tion response) plays a key role in active transcription 
from the HIV-1 promoter. Elongation of transcription 
of the integrated viral genome takes place only when 
TAR  is bound by the viral regulatory protein Tat 
(trans-activator of transcription) [2]. Formation of the 
TAR-Tat complex ensures phosphorylation of RNA 
polymerase II that is required for the elimination of 
transcription block and transition into the elongation 
stage [3]. However, Tat protein is not detected in the 
latently infected cells; hence, the mechanism of tran-
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scription activation of the silent integrated provirus 
upon transition from the latent into the lytic phase of 
the HIV-1 life cycle remains unclear. This is highly rel-
evant to study the proteins partaking in the activation 
of transcription from the HIV-1 promoter via the Tat-
independent mechanism, since in the long run it could 
allow one to understand the mechanism of transition 
of the virus from the latent to the lytic phase and to 
develop approaches to regulate this process.

It has recently been shown that cellular protein 
HMGA1 can be recruited in the regulation of tran-
scription from HIV-1 promoter during the latent phase 
(basal transcription) [4, 5]. DNA- binding protein Ku, a 
component of DNA-dependent protein kinase (DNA-
PK), can also be involved in transcription regulation 
[6–10]. In this review, we summarize the data on the 
effect of the Ku and HMGA1 proteins on HIV-1 tran-
scription and present the putative schemes for a pos-
sible involvement of these proteins in the regulation of 
transcription.

REGULATION OF TRANSCRIPTION 
FROM THE HIV-1 PROMOTER
Human immunodeficiency virus type I is a member of 
the genus Lentivirus, part of the family Retroviridae. 
It affects the human immune system and causes the 
acquired immune deficiency syndrome (AIDS). Like 

the genome of other lentiviruses, the HIV-1 genome is 
an RNA molecule, which serves as a template for the 
synthesis of a DNA copy by viral enzyme reverse tran-
scriptase. The DNA copy is then integrated into the cel-
lular genome forming proviral DNA. However, most of 
the viral DNA remains non-integrated [11]. This DNA 
mainly exists in the circular form. Transcription can be 
carried out from the circular viral DNA, but it is the 
integrated provirus that serves as the main template 
for synthesizing viral proteins [12].

Being integrated into the chromosome of an infect-
ed cell, viral DNA can either stay silent or be actively 
transcribed. In other words, the transcription level 
can be low thus resulting in a small number of tran-
scripts without rapid progression of the infection and 
is generally referred to as basal (not activated) tran-
scription. Alternatively, transcription can be active and 
yield a large amount of RNA and new viral particles. 
Regulation of the HIV-1 genome transcription, which 
precludes the fate of the provirus, depends on a large 
number of factors: cis-acting elements of viral DNA, 
cellular transcription factors, viral trans-activator Tat, 
and the degree of chromatin condensation.

Viral DNA integrated into the cellular genome car-
ries long terminal repeats (LTRs) at its ends. Each of 
them consists of U3, R, and U5 regions (Fig. 1). Tran-
scription starts at the border between the U3 and R re-

Modulatory region Enhancer Promoter Leader region

Fig. 1. Binding sites of transcription factors in HIV-1 5’-LTR. Schematic representation of HIV-1 provirus and the major 
binding sites of transcription factors. Positions of the 5’-LTR regions are specified: U3 (nucleotides 1–455), R (456–552), 
and U5 (553–634). The transcription initiation site is shown with an arrow and corresponds to the border between the 
U3 and R regions [13].
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gions in the 5’-LTR, since the viral promoter recognized 
by RNA polymerase II (RNAP II) and some other regu-
latory elements are located in the U3 region. 5’-LTR 
contains four functional regions partaking in the regu-
lation of the HIV-1 genome transcription: the modula-
tory region, the enhancer, the promoter, and the leader 
regions (Fig. 1) [13]. They contain many binding sites 
for the cellular transcription factors, including the ones 
that play a crucial role in the transcriptional regulation: 
NF-κB, NFAT, Sp1, and AP-1 (Fig. 1). These factors are 
involved in the initiation of transcription [1, 13].

Transition of the provirus from a silent to an ac-
tive state starts with the transcription initiation. Short 
abortive transcripts ~60–80 nucleotides long are syn-
thesized [14]; they form a stable hairpin called TAR at 
the 5’-end. Just after the TAR RNA synthesis RNAP II 
stops, since it is associated with the factors that repress 
elongation: NELF (negative elongation factor) and 
DSIF (5,6-dichloro-1-β-D-ribofuranosylbenzimidazole 
sensitivity-inducing factor) [15]. To continue tran-
scription and proceed to the active elongation stage, 
the C-terminal domain (CTD) of RNAP II needs to be 
hyperphosphorylated at Ser2 residues in heptapeptide 
repeats YSPTSPS. Hyperphosphorylation is ensured 
by the transcription elongation factor P-TEFb (positive 
transcription elongation factor b), which consists of cy-

clin-dependent kinase 9 (Cdk9) and cyclin T1 (CycT1). 
The level of accessible P-TEFb is regulated by its bind-
ing to 7SK small nuclear ribonucleoprotein (7SK sn-
RNP), which inhibits the kinase activity of the P-TEFb 
factor and impedes transcription elongation [16].

The viral protein Tat is the key regulator at the elon-
gation stage: it enhances efficiency of RNA synthesis 
by several orders of magnitude [2]. Binding of Tat to 
the synthesized TAR RNA facilitates dissociation of P-
TEFb from the complex with 7SK snRNP and recruits 
it to the viral promoter. As a result, P-TEFb ensures 
hyperphosphorylation of RNAP II, as well as the NELF 
and DSIF factors [17]. Phosphorylation of DSIF con-
verts it to the activating elongation factor, while phos-
phorylated NELF dissociates from the transcription 
complex, thus allowing RNAP II to perform effective 
elongation and synthesize full-size mRNA (Fig. 2) [3].

However, Tat is not detected in cells at the latent 
stage of infection. Neither is it found when the provirus 
starts exiting from dormancy. In some cases, the TAR–
Tat–P-TEFb complex cannot be formed due to muta-
tions disrupting the interplay between its components 
[18]. Nevertheless, transcription from the HIV-1 pro-
moter may still occur. Several mechanisms of Tat-inde-
pendent activation of transcription are known. First, it 
has been assumed that P-TEFb can perform phosphor-

Fig. 2. Possible mechanisms for recruitment of P-TEFb to the HIV-1 promoter. A, B – Tat-independent transcription 
when P-TEFb stimulates basal transcription from the HIV-1 promoter in the absence of Tat. P-TEFb can be recruited by 
cellular proteins Brd4, SEC (A) or NF-κB, Sp1 (B). C – Tat-dependent transcription. Tat is bound to TAR RNA, thus facili-
tating the release of P-TEFb from 7SK nsRNP and its recruitment to the paused elongation complex [14].

Tat-independent (basal)  
transcription

Tat-dependent  
transcription

A B C

RNAP II
RNAP II

RNAP II



REVIEWS

  VOL. 8  № 1 (28)  2016  | ACTA NATURAE | 37

ylation of the CTD RNAP II required for transcription 
elongation in the absence of Tat [19]. Some cellular fac-
tors (Sp1 [20], SEC [14], Brd4 [21, 22], and NF-κB [14]) 
probably participate in the recruitment of P-TEFb to 
the viral promoter (Fig. 2A,B). Alternatively, a cellu-
lar protein different from P-TEFb but capable of the 
phosphorylation of CTD RNAP II (as well as the NELF 
and DSIF repressive factors) may bind to the HIV-1 
promoter.

Although a significant amount of data on the regu-
lation of HIV-1 transcription and involvement of vari-
ous cellular factors in it has been accumulated, many 
aspects have not been completely elucidated yet. In 
particular, the role of two cellular proteins involved in 
HIV-1 transcription (Ku and HMGA1) remains unclear. 
Some available data attest to the positive role of these 
proteins in the regulation of transcription, while other 
studies demonstrate that their role is negative. Nev-
ertheless, the accurate mechanisms of involvement of 
these proteins in HIV-1 transcription are still to be de-
termined.

ROLE OF KU PROTEIN IN HIV-1 TRANSCRIPTION
Human Ku protein is a heterodimer consisting of two 
subunits with masses of ~70 and 80 kDa, which are 
known as Ku70 (p70) and Ku80 (Ku86, p80). These pro-
teins are encoded by the xrcc6 (Ku70) and xrcc5 (Ku80) 
genes. Ku protein mainly functions in the cell in the 
form of a very stable heterodimer [23]. However, some 
research demonstrates that isolated Ku70 and Ku80 
subunits can be involved in certain processes [24].

The Ku70/Ku80 heterodimer is a DNA-binding pro-
tein that mostly interacts with the free ends of double-
stranded DNA, and its biological function is mainly re-
lated to this feature. The interaction between the Ku 
heterodimer and DNA is rather strong: the Kd

 value 
varies within a range of 1.5–4.0 × 10-10 M [25]. Accord-
ing to X-ray data [26], Ku70 and Ku80 within a het-
erodimer form an asymmetric ring with a wide base 
and a thin bridge; the resulting channel is big enough 
to encircle DNA (Fig. 3). The channel predominantly 
consists of positively charged amino acid residues that 
interact with the negatively charged sugar-phosphate 
backbone of the DNA molecule, which explains why 
Ku can bind DNA in a sequence-independent manner. 
After binding to the DNA end, Ku can migrate (slide) 
along DNA and pause at certain sequences [25, 27].

The most well-known and the best studied biological 
function of Ku is its involvement in double-strand DNA 
break repair by nonhomologous end joining (NHEJ). 
Ku also participates in such cellular processes as V(D)
J-recombination, mobile element-induced genomic re-
arrangement, telomere length maintenance, apopto-
sis, and transcription [28, 29]. One key function of Ku 
is binding to the DNA-PKcs catalytic subunit to form 
DNA-dependent protein kinase DNA-PK. It is worth 
mentioning that the catalytic function of DNA-PK is 
activated after its binding to DNA, which is provided 
by the Ku heterodimer [25].

The possible mechanisms of Ku-
mediated regulation of transcription
Participation in transcriptional regulation is one of 
the numerous functions of Ku. Several mechanisms of 
transcriptional activation or suppression by Ku have 
been described. The first mechanism is a direct se-
quence-specific interaction between Ku and the pro-
moter region of genes. It has been hypothesized that 
transcription of the cellular genes c-Myc, Hsp70 [30], 
U1 snRNA [31], as well as retroviruses HTLV-1 (human 
T-lymphotropic virus) [32] and MMTV (mouse mam-
mary tumor virus) [33], is regulated via this mechanism. 
The mechanism of Ku binding to the promoter region 
that does not involve interactions with DNA ends is yet 
unclear; however, there is data attesting to a possible 
sequence-specific interaction between the heterodimer 
and a certain Ku-binding motif in DNA [34].

A sequence whose binding to Ku is considered to be 
truly sequence-specific and more preferable compared 
to Ku binding to DNA ends has been identified in the 
NRE-1 region (negative regulatory element 1) in the 
LTR of MMTV retrovirus (Fig. 4) [34]. The interaction 
between Ku and this sequence reduces the efficiency 
of transcription from viral LTR. The catalytic subunit 
DNA-PKcs is believed to be involved in this regulation 

Fig. 3. Structure of the Ku heterodimer in a complex with 
DNA according to [26]. DNA (shown in black) resides in 
the channel formed by Ku70 (shown in yellow) and Ku80 
(shown in brown). PDBID 1JEY
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[33, 35]. It has been demonstrated that GR (glucocor-
ticoid receptor) [34] and Oct-1 [36], the two transcrip-
tion factors binding to 5’-LTR MMTV and activating its 
transcription, can be in vitro phosphorylated by DNA-
PK. Specific recruitment of DNA-PK to the promoter 
and subsequent phosphorylation of transcription fac-
tors is probably one of the transcriptional regulatory 
mechanisms.

All the Ku-binding sites in promoters homologous to 
the NRE-1 sequence in the promoter of the GR strain 
of MMTV and known up to the publication date are re-
ported in [34] (Fig. 4). Only these sequences were shown 
to be capable of direct and specific interaction with the 
Ku heterodimer in the absence of free DNA ends.

The second mechanism via which Ku affects the 
transcription is its direct interaction with transcription 
factors, including Oct-1, Oct-2 [36], NF45/NF90 [37], 
AP-1 [38], Ese-1 [39], YY1 [40], and p53 [41]. Some of 
these factors are involved in the regulation of HIV-1 
transcription. In addition, as mentioned  above, some 
transcription factors can act as a DNA-PK substrate 
in vitro. The ability of DNA-PK to interact both with 
transcription factors and a number of nuclear receptors 
(AR [42], GR [34], PR [43], and ER-α [44]) probably sug-
gests that there is a shared mechanism via which Ku  
participates in cell signaling and transcription regula-
tion.

Ku can indirectly regulate gene transcription by in-
fluencing the expression of other transcription factors. 
Thus, in the AGS cell line, Ku positively regulates the 
expression of the gene of the NF-κB p50 subunit [45]. 
Ku80 also stimulates the expression of the c-jun gene, 
the AP-1 transcription factor component [38]. It should 
be mentioned that NF-κB and AP-1 are the key regula-
tors of the transcription of HIV-1 genes.

The Ku70 and Ku80 subunits may have a different 
effect on transcription. It has been demonstrated that 
the subunits of the Ku heterodimer dynamically bind 
to the promoter of the interleukin 2 (IL-2) gene and in-
teract with the NF45/NF90 factor in response to T-cell 
activation [37]. This activation increases the amount of 
the Ku80/NF90 complex bound to the antigen receptor 

response element (ARRE) sequence in the IL-2 gene 
promoter, while the amount of the Ku70 subunit bound 
to this region decreases [37]. In another work [30], the 
repressive role of Ku in the transcription of the Hsp70 
gene was attributed to the Ku70 subunit rather than 
to Ku80.

The third mechanism of transcriptional regulation 
is the direct interaction between Ku heterodimer or 
its Ku80 subunit and RNAP II holoenzyme. Ku80 was 
found to be colocalized with the elongational form of 
RNAP II and transcription factors specific for the elon-
gation stage (in particular, DSIF) in the nucleus. The 
C-terminal domain of Ku80 was also found to play a 
key role in the interplay with these proteins [48]. Let us 
mention that DNA-PK can phosphorylate RNAP II in 
vitro [49]; however, the role of this phosphorylation in 
transcriptional regulation still needs to be ascertained.

The fourth mechanism of Ku involvement in tran-
scriptional regulation is related to its role in the re-
pair of double-strand DNA breaks [50]. Double-strand 
breaks need to be introduced by DNA topoisomerase 
IIβ to successfully initiate transcription from a number 
of promoters regulated by binding to AP-1 and nuclear 
receptors (including those interacting with Ku). In this 
case, the break repair and local alterations in the chro-
matin structure occur in the presence of the complex 
of the proteins PARP-1 (poly[adenosinediphosphate 
(ADP)–ribose]polymerase-1), DNA-PKcs, and Ku70/
Ku80.

Hence, the isolated heterodimer subunits, the het-
erodimer as a whole, or its complex with the DNA-
PKcs catalytic subunit can be involved in the regula-
tion of transcription. No common mechanism of action 
of Ku has been revealed. It is most likely that there is 
a specific mechanism of Ku-dependent regulation for 
each particular gene. It should be mentioned once again 
that Ku may act both as an activator and as a suppres-
sor; its effect usually depends on subunits, which are 
involved in the regulation. It seems that the catalytic 
subunit of DNA-PK is not necessarily involved in the 
Ku-dependent regulation of transcription; however, 
in certain cases its capability of DNA-dependent phos-
phorylation of transcription factors and RNAP II can 
be the key element of regulation.

Role of Ku in HIV-1 transcription
The significance of Ku for maintaining the HIV-1 life 
cycle has been demonstrated in numerous studies. The 
Ku70 subunit is a part of the pre-integration complex 
and interacts with HIV-1 integrase [51, 52]. The Ku80 
subunit was detected within the virion [53], where it can 
be incorporated at the stage when a new viral particle 
is formed in a previously infected cell. Repair of sin-
gle-strand breaks formed when viral DNA is integrated 

Fig. 4. Putative Ku-binding sites in gene promoters. 
Ku-binding sites homologous to the NRE-1 sequence in 
the LTR of the GR strain of MMTV. Direct repeat is shown 
in color. Mismatches are denoted by lowercase letters 
[34].
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into the cellular genome is required for successful in-
tegration of viral cDNA into the host cell genome. It is 
believed that proteins from the NHEJ system, and the 
Ku70/Ku80 heterodimer in particular, can be involved 
in this process [54]. Thus, lentiviral vector transduction 
efficiency is significantly decreased in cells defective in 
Ku80, DNA-PKcs, Xrcc4 (X-ray repair cross-comple-
menting protein 4), and DNA ligase IV [55, 56]. Ku is also 
involved in the formation of the circular form of viral 
DNA from non-integrated linear DNA [57–59].

Involvement of Ku in the transcriptional regulation 
of HIV-1 was first reported in the early 2000s. Howev-
er, the role of Ku in this regulation is still to be clarified. 
Data attesting both to the positive and negative effects 
of Ku on transcription of the HIV-1 genome have been 
obtained.

The role of Ku in transcription from viral 5’-LTR 
was first studied using the xrs-6 cell line, a variant of 
CHO-K1 (Chinese hamster ovary) cells lacking Ku80 
gene expression. These cells supported enhanced ex-
pression from the plasmid carrying the CAT (chloroam-
phenicol acetyltransferase) gene under the control of 
the viral promoter from 5’-LTR [6]. Stable transfection 
of xrs-6 cells with the vector carrying the human Ku80 
gene reduced CAT expression. Hence, Ku80 has a nega-
tive effect on transcription from the HIV-1 5’-LTR pro-
moter. The negative role of Ku80 has been confirmed 
using a human U1 cell line whose genome contained the 
integrated provirus; this cell line is used as a model of 
the latent state of HIV-1. It turned out that a decreased 
amount of endogenous Ku80 in the cells increases the 
level of transcription of the HIV-1 genes, both for basal 
and TNFα-induced transcription.

Taking into account that Ku has a negative effect on 
transcription from other retroviral promoters (MMTV, 
HTLV-1) [32, 33], L. Jeanson and J.F. Mouscadet [6] 
searched for the Ku-binding site in the HIV-1 LTR and 

detected a motif (-217/-197) in the NRE-1 region that 
was rather similar to the Ku-binding site in MMTV 
NRE-1 (Fig. 5) [6]. Several variants of Ku-mediated re-
pression of HIV-1 transcription were proposed. Consid-
ering the fact that Ku can bind to the Oct-1 and Oct-2 
transcription factors [36], which repress both the basal 
and Tat-activated transcription of HIV-1, it was hy-
pothesized that binding of Ku in the modulatory region 
(Fig. 5A) facilitates recruitment of these factors to the 
HIV-1 promoter [6]. It is also possible that Ku can be 
involved in the regulation of the chromatin structure. 
NRE-1 contains a nuclear matrix binding site [60] over-
lapping with the predicted Ku-binding site. The inter-
play between Ku and the nuclear matrix in this region 
presumably impedes NF-κB-activated transcription.

In their next study [7], this group of authors report-
ed that Ku80 negatively influences transcription from 
retroviral vectors. It turned out that regardless of the 
promoter used in the lentiviral system, transcription 
was more active in the absence of Ku80. In other words, 
the effect of Ku80 on retroviral vector expression was 
found to be not sequence-specific; hence, the Ku-bind-
ing site suggested in [6] could not completely explain 
the mechanism of negative transcriptional regulation. 
It has also been reported that Ku80 has no effect on the 
efficiency of transduction and integration of lentiviral 
vectors. Meanwhile, no Ku-dependent regulation was 
observed when plasmid vectors carrying the same pro-
moters were used as a template instead of the pseudo-
typed virus [7]. Ku80 is believed to guide integration of 
lentiviral vectors into transcriptionally inactive regions 
instead of directly influencing transcription.

As opposed to the aforementioned findings, Ku plays 
a positive role in the regulation of transcription from 
the HIV-1 promoter in human MAGI and CEM-T4 cell 
lines [8]. Furthermore, insertion of siRNAs targeting 
Ku80 reduced the efficiency of integration of the viral 

Fig. 5. Scheme of the HIV-1 genome and 
position of the Ku-binding site in 5’-LTR. A – 
positions of the 5’-LTR regions are specified: 
U3 (nucleotides 1–455), R (456–552), and 
U5 (553–638) (counting from the begin-
ning of the genome). The major regulatory 
regions of 5’-LTR are shown. +1 – counting 
from the transcription initiation site denoted 
by an arrow. The Ku-binding site predicted 
in [6] is shown. B – alignment between the 
putative Ku-binding sites in the NRE-1 region 
of HIV-1 and MMTV, as well as some other 
sequences similar to MMTV NRE-1 [6].
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genome into the infected cell DNA and disrupted Tat-
TAR trans-activation.

The positive influence of the Ku heterodimer on 
transcription of the HIV-1 genome was also mentioned 
in [9], where wild-type HCT 116 human cells and their 
Ku80+/- variant, which were transduced with HIV-1-
based lentiviral vectors, were used. It has been prelim-
inarily shown that in the HCT 116 Ku80+/- cells with 
a twofold reduced level of Ku80 the level of Ku70 is 
equally lowered. It turned out that a twofold decrease 
in the amount of endogenous Ku in cells reduces the 
efficiency of viral transcription. It should be mentioned 
that, as opposed to data [7], this effect was specific for 
viral LTR, since changes in the Ku heterodimer level 
had no effect on transcription from other promoters. 
Moreover, viral proteins were not involved in Ku-me-
diated transcriptional regulation and the influence of 
Ku was independent of Tat-trans-activation. The effect 
of Ku on transcription was also noticeable in the pres-
ence of Tat; however, its effect was most significant at 
the basal level of transcription from the nonactivated 
provirus, when Tat is not detected in the cell. Interest-
ingly, Ku influences the basal HIV-1 transcription only 
at the initial stage after integration of the viral genome 
and reduction of the Ku level in cells contributes to the 
emergence and maintenance of viral latency.

It is known that Ku80 is incorporated into the virion 
during its assembly [53]. Hence, both endogenous Ku80 
and Ku80 from the virion can influence provirus tran-
scription in the infected cell. In order to eliminate the 
effect of the latter, the lentivirus was harvested in the 
cell line with a decreased level of Ku heterodimer [9]. It 
turned out that it is endogenous Ku that affects tran-
scription in the target cell.

It should be mentioned that the involvement of the 
previously predicted Ku-binding site in HIV-1 LTR in 
Ku-mediated regulation of the provirus transcription 
was also refuted in [9]. Replacement of this site with a 
random sequence had no effect on Ku-dependent tran-
scriptional regulation.

Another important aspect of this study is that Ku 
does not affect transcription from the circular forms 
of viral DNA. Taking into account that, according to 
[7], Ku had no effect on transcription from the HIV-1 
promoter within a plasmid vector, it can be concluded 
that Ku stimulates transcription only from the provirus 
integrated into the genome.

We would like to draw special attention to study [10] 
by S. Tyagi et al. who investigated the possible involve-
ment of both the Ku70/Ku80 and the entire DNA-de-
pendent protein kinase DNA-PK in the transcriptional 
regulation of HIV-1. Experiments were carried out us-
ing Jurkat-E4 cells whose DNA carried the integrated 
HIV-1 genome. Thus, this cell line was used as a model 

of T cells in the latency period of infection. DNA-PK 
was found on the HIV-1 promoter, and its location cor-
relates with that of RNAP II. It was also determined 
that transcription activation significantly increases the 
DNA-PK and RNAP II levels not only on the promoter, 
but also on the transcribed region of the genome.

It has also been demonstrated [10] that DNA-PK can 
phosphorylate the C-terminal domain of RNAP II. Fur-
thermore, in vitro experiments showed that DNA-PK 
predominantly phosphorylates Ser2 rather than Ser5 
or Ser7 in the heptapeptide repeats YSPTSPS. Consid-
ering the fact that phosphorylation of Ser2 is required 
to activate elongation, it has been hypothesized that 
involvement of DNA-PK can be important, mostly at 
the elongation phase of transcription. DNA-PK pre-
sumably directly interacts with RNAP II at the HIV-1 
promoter, and DNA-PK can act as a factor phosphory-
lating polymerase and eliminating elongation block. At 
any rate, parallel distribution of DNA-PK and RNAP II 
along the provirus and their simultaneous recruitment 
in response to transcription activation allow one to sug-
gest that DNA-PK (and Ku as its component) is an ele-
ment of a large transcriptional complex that is involved 
in HIV-1 gene expression.

Furthermore, it has been demonstrated that DNA-
PK has a positive effect on transcription from HIV-1 
5’-LTR and lentiviral vectors [10]. Knockdown of the 
catalytic subunit  DNA-PKcs in Jurkat cells signifi-
cantly reduces expression of LTR-regulated genes and 
has a minor effect on expression from another promot-
er (CMV). Hence, knockdown of both DNA-PKcs [10] 
and Ku80 [9] reduces the level of transcription from the 
LTR promoter.

Summarizing the role of the Ku protein in the regu-
lation of HIV-1 transcription, it should be mentioned 
that the currently available data are rather controver-
sial. The possible reason is that different cell lines and 
different viral systems were used. Thus, most data at-
testing to negative regulation have been obtained using 
rodent cells, which obviously cannot be an adequate 
model for processes occurring in HIV-1-infected hu-
man cells. Nevertheless, the data obtained using human 
cells provide ground for drawing some reliable conclu-
sions.

The first general conclusion is that Ku-mediated 
regulation of transcription depends on viral LTR. The 
regulation mechanism remains unclear, but one should 
not rule out the possibility of direct binding of the het-
erodimer to LTR, although the putative Ku-binding 
site within LTR probably is not the key element in Ku-
dependent regulation of HIV-1 transcription, as op-
posed to MMTV and HTLV-1.

Second, the integrated provirus is crucial for Ku-
mediated transcriptional regulation of HIV-1 and HIV-
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1-based lentiviral vectors. Although HIV-1 transcrip-
tion can occur from circular DNA, it is clear that Ku is 
not involved in its regulation. This can be explained by 
the fact that the heterodimer is recruited to the provi-
rus either during integration or immediately after it.

Let us mention once again that there remain many 
questions concerning the mechanism of involvement 
of Ku in the transcriptional regulation of HIV-1. Even 
if the incorporation of the Ku70/Ku80 heterodimer or 
the entire DNA-PK into the transcription complex is 
considered to be an established fact, the mechanism 
through which they influence HIV-1 gene expression 
has not been elucidated yet and it is important to clari-
fy their role in HIV-1 transcription.

Role of HMGA1 in HIV-1 transcription
HMGA1 (high-mobility group protein A1, previous-
ly known as HMG I[Y]), the DNA-binding non-histone 
chromatin protein, is another cellular protein whose 
role in the HIV-1 life cycle has not been studied suffi-
ciently. HMGA1 carries three DNA-binding motifs that 
preferentially bind to the DNA minor groove in AT-
rich regions (A/T hook) [61]. However, HMGA1 is more 
likely to recognize the spatial structure of DNA than 
the nucleotide sequence: it prefers to interact with bent 

and supercoiled DNA, with DNA that has a structure 
different from the classical B-form. The free protein 
has an unordered spatial structure. When interacting 
with DNA, it undergoes conformational changes, thus 
facilitating ATP-independent DNA unwinding, su-
percoiling, and bending [62, 63]. This ability to change 
the chromatin structure determines the broad range 
of functions performed by HMGA1 in the cell nucleus.

Actually, all the high-mobility group proteins are 
capable of binding both DNA and proteins, which al-
lows them to get involved in a large number of process-
es [64]. Alteration in the chromatin structure induced 
by HMGA binding either stimulates or represses such 
DNA-dependent processes as transcription, replica-
tion, and DNA-repair. HMGA1 is considered to be an 
architectural transcription factor, and this emphasizes 
its role in the organization of multiprotein complexes 
bound to the promoter [62–64]. The ability of HMGA1 
to interact with core histones and displace the linker 
histone H1 from DNA results in chromatin reorganiza-
tion and exposure of transcription factor binding sites 
(Fig. 6). HMGA1 plays a crucial role in the regulation of 
enhanceosome assembly or disassembly, thus affecting 
transcription. It has been repeatedly demonstrated that 
HMGA1 directly interacts with other chromatin-re-

Fig. 6. The putative model of HMGA1-mediated activation of transcription. The putative mechanism of transcriptional 
regulation by HMGA1: HMGA1 promotes chromatin reorganization by exposing DNA sites for transcription initiation 
factors. A – HMGA1 competes with histone H1 by replacing it. B – chromatin decompactization using chromatin-re-
modeling complexes (CRCs). Binding of CRC to chromatin increases when it interacts with HMGA1. C – release of DNA 
for binding to transcription factors. D – initiation of transcription: HMGA1 can interact with transcription factors (TFs) by 
recruiting them to the promoter [62].
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modeling proteins and transcription factors (Sp1, TFI-
ID, NF-κB, ATF-2, SRF, Oct2, and c-Rel) [62, 63]. The 
ability of HMGA1 to bend DNA upon binding probably 
facilitates spatial proximity  of the enhancer and pro-
moter regions of the genes.

Involvement of HMGA1 in the life cycle of HIV-1 
has been demonstrated in many studies. This pro-
tein was detected within the pre-integration complex 
[65]. HMGA1 was found to stimulate the integration 
of HIV-1 DNA into the cellular genome [66, 67]. It is 
assumed that HMGA1 binds to and bends viral DNA, 
pulling the ends together  and facilitating their binding 
to integrase. Meanwhile, no direct interaction between 
HMGA1 and HIV-1 integrase has been observed. How-
ever, other authors have been critical of the idea that 
HMGA1 is involved in retroviral integration, since the 
absence of HMGA1 in infected cells had no effect on 
the integration of the viral genome [68].

Some rather ambiguous evidence in support of the 
involvement of HMGA1 in HIV-1 transcription has 
been obtained to date.

Putative HMGA1 binding sites have been detected 
by DNase I footprinting in the -187/+230 region within 
HIV-1 LTR (R1–R5 in Fig. 7) [69]. The interplay be-
tween HMGA1 and the transcription factor AP-1 has 
also been studied: they were found to share a binding 

site (R5 in Fig. 7). This site resides at the border of the 
repressive nucleosome nuc-1, which exists in the pro-
virus near the transcription initiation site in the latent 
phase and degrades after transcription of the viral 
genome is activated (Fig. 7). HMGA1 was found to fa-
cilitate binding of AP-1, an important inducible HIV-
1 transcription activator, to viral DNA in response to 
external stimuli activating viral expression. HMGA1 
is possibly involved in the reorganization of nuc-1 by 
competing for this site and making it free for AP-1. 
Hence, it has been suggested that HMGA1 can posi-
tively regulate HIV-1 transcription [69].

The role of HMGA1 as an architectural transcrip-
tion factor involved in the reorganization of nucleosome 
nuc-1 has been confirmed [70]. HMGA1 was found to 
facilitate binding of the ATF-3 subunit of the tran-
scription factor AP-1 to site R3 at the border of nuc-1 
in response to induction of viral transcription by PMA 
(phorbol myristate acetate – NF-κB activator) (Fig. 7). 
This makes it possible to recruit the ATP-dependent 
chromatin-remodeling complex SWI/SNF to the re-
pressive nucleosome: a process required for efficient 
activation of viral transcription.

Another possible mechanism via which HMGA1 can 
be involved in transcription regulation has recently 
been proposed [71]. It turns out that HMGA1 binds 

Modulatory region Enhancer Promoter Leader region

Fig. 7. Positions of the predicted HMGA1 binding sites at HIV-1 5’-LTR. Positions of the 5’-LTR regions are specified: U3 
(nucleotides 1–455), R (456–552), and U5 (553–634). Nucleotides are counted from the beginning of the genome. The 
major regulatory regions of 5’-LTR are shown. +1 – counting from the transcription initiation site denoted by an arrow. 
HMGA1 binding sites determined in [69] are shown. The positions of nucleosomes on the HIV-1 promoter are shown 
below; three sites of binding to the AP-1 transcription factor are specified.
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to loop 2 of RNA in 7SK snNRP (7SK L2 RNA). As 
mentioned above, the key function of 7SK RNA  is to 
regulate the level of the free P-TEFb factor activating 
transcription elongation [17]. This factor interacts with 
loop 1 and the HEXIM1 protein within 7SK snRNP. As 
a result, the HMGA1 complex with 7SK snRNP and 
P-TEFb can be formed. The role of this complex in 
transcription regulation can be a dual one (Fig. 8) [72]. 

First, HMGA1 can bind directly to DNA or a transcrip-
tion factor located on the promoter region and recruit 
P-TEFb to the paused RNAP II elongation complex 
(Fig. 8A). Secondly, binding of 7SK to HMGA1 regu-
lates the amount of free HMGA1 that can interact with 
DNA and functions in various processes (Fig. 8B). The 
mechanism is believed to depend on the nature of the 
particular gene.

Fig. 8. Mechanism of transcriptional regulation by the HMGA1–7SK–P-TEFb complex. A – HMGA1 can recruit P-TEF-
b/7SK snRNP complex to the paused transcription complex by interacting with DNA or a certain transcription factor. 
B – the level of free HMGA1 in the nucleus is regulated by its binding to 7SK snRNP. Dissociation of HMGA1 from its 
complex with 7SK snRNP can be caused by a factor that has not been identified yet [4, 72].
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In the case of HIV-1 transcription regulation, Sp1 
can be a factor that interacts with HMGA1 and, thus, 
is recruited to the elongation complex. On one hand, 
this factor is known to be involved in HIV-1 transcrip-
tion [1, 13], while on the other hand it directly inter-
acts with HMGA1 [62]. Hence, upon transcription from 
HIV-1 LTR, HMGA1 may be involved in P-TEFb-de-
pendent activation of elongation via the scheme shown 
in Fig. 8A [72] and, therefore, have a stimulating effect.

Another mechanism via which HMGA1 influences 
HIV-1 transcription was uncovered while studying the 
expression of a reporter gene under the control of viral 
5’-LTR from a plasmid [4]. In this case, HMGA1 had a 
repressive effect. A detailed study of the mechanism 
of HMGA1 action has shown that it can bind to TAR 
RNA due to the similarity between its structure and 
7SK L2 RNA (Fig. 9); HMGA1 may compete with vi-
ral protein Tat for binding to TAR RNA. This results 
in a negative effect of HMGA1 on HIV-1 transcription 
both in the presence and absence of Tat. The influ-
ence of overexpression and knockdown of the HMGA1 
gene and 7SK L2 RNA on transcription from the HIV-1 
promoter was studied in the presence and absence of 
Tat. HMGA1 was found to reduce both the basal and 
Tat-activated transcription from the HIV-1 promoter, 
which is partially recovered upon 7SK L2 RNA overex-
pression. Based on this experiment, the model of HM-
GA1-mediated repression has been proposed (Fig. 10) 
[4]. According to this model, HMGA1 impedes binding 
of TAR RNA with Tat, or, in the absence of Tat, with a 
cellular cofactor of viral transcription that has not been 
described yet. 7SK L2 RNA competes with TAR for 
HMGA1, destroys their complex, and takes away the 
HMGA1 protein from the HIV-1 promoter. This facili-
tates transcription activation. However, the existence 
and nature of the putative cellular cofactor involved in 
this process still remains open.

A different model of the repressive effect of HMGA1 
on transcription from the HIV-1 promoter has also been 
proposed [5]. Factors associated with chromatin reorga-
nization play a crucial role in the regulation of HIV-1 
transcription; the CTIP2 protein is among these fac-
tors. The presence of CTIP2 at the promoter represses 
transcription of the integrated HIV-1 genome and is 
typical for the latent state of the virus. CTIP2 recruits 
histone deacetylases and histone methyltransferases, 
thus being involved in chromatin condensation [73]. In 
addition, CTIP2 interacts with the Sp1 and COUP-TF 
factors by repressing the initial stages of HIV-1 tran-
scription [74] and is involved in delocalization of Tat 
and its binding to heterochromatin-associated protein 
HP1 [75]. CTIP2 has recently been shown to interact 
with 7SK snRNP by binding to loop L2 and the HEX-
IM1 protein. Within this complex, CTIP2 participates 7SK-L2 HIV-1 TAR

Fig. 9. Structures 
of the 7SK L2 and 
TAR RNA regions 
interacting with 
HMGA1. The 
HMGA1 binding 
site in both RNAs 
is shown in green. 
The TAR region 
responsible for the 
interaction with Tat 
and CycT1 is shown 
in gray [4].

in the repression of Cdk9 kinase that is a component of 
P-TEFb [76]. It has been discovered that HMGA1 can 
bind to CTIP2 [5]. Moreover, transcription of a num-
ber of cellular genes is negatively regulated by both 
proteins; some of these genes are transcribed via the 
P-TEFb/7SK-dependent mechanism [5]. A model of 
joint transcriptional regulation of these genes by the 
HMGA1 and CTIP2 proteins has been proposed. It is 
assumed that HMGA1 can recruit either CTIP2 or the 
CTIP2/P-TEFb/7SK snRNP complex to the promoters 
of regulated genes (Fig. 11) [5].

It has been demonstrated that when interacting with 
the HIV-1 promoter, HMGA1 and CTIP2 synergisti-
cally repress basal transcription [5]. Knockdown of the 
HMGA1 gene significantly reduces the levels of CTIP2 
and P-TEFb/7SK snRNP recruited to the viral pro-
moter and consequently recovers the level of transcrip-
tion from it. Hence, it is assumed that a mechanism of 
HMGA1-mediated negative transcriptional regulation 
similar to that shown in Fig. 11 may be realized on the 
viral LTR. Nevertheless, in the case of HIV-1 it remains 
unclear which DNA region or the LTR-bound factor is 
involved in recruitment of the HMGA1/CTIP2/7SK 
snRNP complex. The role of HMGA1 binding to TAR 
in the HMGA1/CTIP2-mediated repression of basal 
transcription is also unclear. Neither has it been studied 
whether HMGA1 has a direct effect on the binding of 
CTIP2 to viral DNA, similar to what happens with the 
transcription activator AP-1 [69].

Hence, HMGA1 can both activate and repress HIV-
1 transcription. Its positive  effect was seen in induced 
transcription, while a negative influence was shown 
for basal transcription. Possibly, some external factors 
trigger the switch of protein partners of HMGA1 and 
subsequent alteration in the mechanism of HMGA1-
mediated transcriptional regulation.
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Fig. 10. Model of HMGA-1-mediated repression of HIV-1 transcription. A – competition between HMGA1 and Tat for 
TAR reduces the activity of the viral promoter. Tat releases 7SK from its complex with P-TEFb bound to the promoter. 
7SK binds to HMGA1 to release TAR for subsequent interaction with Tat-P-TEFb. B – in the absence of Tat, HMGA1 
impedes binding of a certain cellular cofactor, which is required for TAR-mediated HIV-1 transcription, to TAR RNA. 7SK 
binds to HMGA1, thus releasing TAR for subsequent interaction with this cofactor [4].
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Fig. 11. The model of cooperative transcription regulation by HMGA1 and CTIP2. The CTIP2-repressed 7SK/P-TEFb 
complex is recruited to the promoter through 7SK L2 bound HMGA1 via its interaction with DNA, or with a transcription 
factor residing in the promoter region [5].
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CONCLUSIONS
Although the features of HIV-1 transcription have 
been extensively studied, many aspects still have not 
been fully elucidated. It is well known that elongation 
of transcription of the viral genome takes place after 
the viral regulatory protein Tat binds to TAR RNA, 
which interacts with the multiprotein transcription 
elongation factor P-TEFb for its recruitment to the 
viral promoter. Cyclin-dependent kinase Cdk9 with-
in P-TEFb performs phosphorylation of RNAP II that 
is required for elongation. However, a question arises: 
how is the transcription of the latent provirus activat-
ed in the absence of Tat protein? It was assumed that 
the phosphorylation of RNAP II, which is required for 
eliminating transcription block and transition to the 
elongation stage, can be activated by cellular factors. 
Some cellular factors may recruit P-TEFb to the pro-
moter.

Regulation of HIV-1 transcription is a process that 
involves many cellular proteins; however, the role of 
some of them is not fully clear. Two cellular proteins 
described in this review, Ku and HMGA1, are among 
these “unclear factors.” Data attesting to both the 
stimulative and repressive effects of these proteins on 
the expression of HIV-1 genes has been obtained. Their 
role is often particularly prominent upon basal tran-
scription. 

The majority of studies performed on human cells 
demonstrate that the Ku heterodimer activates tran-

scription from the HIV-1 promoter. The importance 
of the DNA-PK catalytic subunit for  the activation of 
transcription has been reported in a number of studies. 
A hypothesis has been put forward that DNA-PK is in-
volved in the transcription elongation stage [10]. Let us 
mention that the ability of DNA-PK to phosphorylate 
RNAP II makes this kinase a promising candidate for a 
protein factor that activates elongation of transcription 
of viral genes in the absence of Tat.

The architectural factor HMGA1 may influence the 
chromatin composition upon HIV-1 transcription regu-
lation. In this case, HMGA1 has a positive effect. On the 
other hand, the interplay between HMGA1 and TAR 
demonstrated in vitro seems to suppress the basal tran-
scription of the HIV-1 genes and is important for main-
taining latency [4]. Recruitment of a repressive tran-
scription factor within 7SK snRNP, which HMGA1 can 
bind to, may be another mechanism of HMGA1-medi-
ated suppression of transcription. There probably is no 
single mechanism for the involvement of HMGA1 in the 
regulation of HIV-1 genes transcription; the role of this 
protein depends on the phase of infection and activity of 
other cellular proteins. Elucidation of the mechanisms of 
the influence of Ku and HMGA1 on HIV-1 transcription 
may result in new approaches for the regulation of  the 
replication of this dangerous virus. 

This work was supported by the Russian Science 
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ABSTRACT One of the dominant trends in modern pharmacology is the creation of drugs that act directly on the 
lesion focus and have minimal toxicity on healthy tissues and organs. This problem is particularly acute in rela-
tion to oncologic diseases. Short tissue- and organ-specific peptides capable of delivering drugs to the affected 
organ or tissue are considered promising targeted agents that can be used in the diagnosis and therapy of dis-
eases, including cancer. The review discusses in detail the technology of phage display as a method for obtaining 
specific targeted peptide agents and offers examples of their use in diagnostic and clinical practice.
KEYWORDS targeted peptides, drug delivery, phage display, phage peptide libraries.

INTRODUCTION
Drug delivery directly to the lesion focus is one of the 
main challenges in modern pharmacology. This prob-
lem is particularly acute in relation to oncologic dis-
eases. Generally, anticancer drugs exhibit significant 
toxicity, affecting healthy cells and tissues alongside 
malignant ones. Therefore, the development of princi-
pally new antitumor agents, the effectiveness of which 
is provided by a selective effect on the tumor, is con-
sidered as one of the key areas in antitumor therapy. 
The appearance of such tumor-targeted drugs would 
allow us to reduce the effective therapeutic dose and 
minimize side effects.

Cancer cells are known to have many quantitative 
and/or qualitative characteristics that distinguish 
them from normal cells. For instance, the expression of 
growth factor receptors, such as epidermal growth fac-
tor receptors (EGFR), transferrin or folate receptors, 
is often higher in tumor cells, which allows for their 
uncontrolled proliferation and promotes metastatic 
processes [1]. Tumor growth is also known to be ac-
companied by active processes of angiogenesis, which 
are mainly activated in an adult organism during the 
regeneration of damaged tissues. The processes of an-
giogenesis can be activated, for example, upon overex-
pression of vascular endothelial growth factors (VEGF) 
[2]. Finally, there are physical differences between tu-
mor and normal tissues: temperature change, low oxy-
gen concentration (hypoxia), and reduced pH [3].

The unique properties of cancer cells allow one to 
find specific ligands that interact directly with the tu-
mor and to conduct targeted therapy of malignant tu-
mors.

Phage display technology is one of the promising ap-
proaches in the search for tissue- and/or organ-specific 
molecules. Combinatorial phage peptide libraries allow 
one to obtain highly specific peptides, including pep-
tides specific to various types of tumors. The search 
for tumor-specific peptides using combinatorial phage 
peptide libraries can be carried out in vitro and in vivo. 
Currently, such tumor-specific peptides are consid-
ered as targeting vehicles for the delivery of therapeu-
tic genes, cytokines, agents for imaging, proapoptotic 
peptides, and cytotoxic drugs.

This article reviews in detail phage display technol-
ogy as a method for obtaining a targeted agent capable 
of ensuring specificity of interaction between a drug 
and the target organ or tissue. Examples of the use of 
organ- and tissue-specific peptides in biomedicine are 
given.

PHAGE DISPLAY TECHNOLOGY
Phage display technology, first proposed by G.P. 
Smith in 1985, played an important role in the de-
velopment of fundamentally new approaches in mo-
lecular biology and opened up new opportunities for 
the development of the pharmaceutical industry. 
The concept of phage display lies in the cloning of a 
foreign DNA sequence into a specific site of a bacte-
riophage surface protein gene so that this sequence 
shares the reading frame with the protein. The result 
is a chimeric protein containing a foreign amino acid 
sequence formed (displayed) on the surface of the 
bacteriophage (Fig. 1). Furthermore, the physiolog-
ical properties and viability of the viral particle are 
preserved [4, 5].
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The technology of phage display has been developed 
for various bacteriophages; for example, λ, T4 and T7 
[6–8]. The most widely used in phage display construc-
tion are filamentous bacteriophages [9], the virions of 
which resemble a long, thin thread. Filamentous phag-
es are small and have a simply arranged genome [10]. 
The most studied filamentous phages – M13, f1, and 
fd – are under the genus Inovirus, family Inoviridae 
and combined into the Ff group since they infect Esch-
erichia coli carrying F-pili [11]. Ff strain phages contain 
circular single-stranded DNA, which is 98.5% identical 
among various strains in the group [10]. The genome of 
Ff phages consists of 11 genes, the products of which 
can be grouped according to their functional purpose: 
capsid proteins – pIII, pVI, pVII, pVIII, pIX; proteins 
involved in DNA replication – pII, pV, pX; and proteins 
responsible for the assembly of phage particle – pI, 
pIV, pXI (Fig. 1) [12].

Typically, filamentous phages infect Gram-negative 
bacteria (Escherichia, Salmonella, Pseudomonas, Xan-
thomonas, Vibrio, Thermus and Neisseria). A bacterial 
cell infected with the phage releases new viral particles 
but does not undergo lysis.

Depending on which surface protein gene the for-
eign DNA is cloned into, there are several types of 
phage display (Table).

The proteins pIII and pVIII (406 and 50 amino acid 
residues, respectively), which are also called the minor 
and major proteins, are the most applied in the technol-
ogy of phage display for the introduction of a foreign 
amino acid sequence. Both proteins have N-terminal 
signaling sequences, which are cleaved by a signal 
peptidase during protein maturation after transfer to 
the internal side of the bacterial membrane. Mature 
proteins incorporate into the phage envelope during 
its assembly. Thus, in order for the foreign peptide to 
be displayed on the phage particle surface, its encod-

ing nucleotide sequence should be cloned between the 
sequence of the surface protein and signaling sequence 
in the same translation frame [13].

Bacteriophage contains three to five copies of the 
pIII protein. Together with pVI, they form a distal cov-
er of the virion and are necessary for its stabilization 
and the termination of phage particle assembly dur-
ing the release from the bacterial cell. Moreover, pIII 
plays an important role in infection by attaching to the 
bacterial cell via F-pili [14]. Protein pIII contains three 
domains: N1, N2, and C separated by glycine spacers 
(Fig. 1). Domain C is responsible for virion assembly, 
while N1 and N2 are required for the infection of bac-
terial cells [15]. If a short nucleotide sequence is embed-
ded in the pIII gene, the foreign insert will be carried 

Fig. 1. The struc-
ture of a bacte-
riophage with a 
displayed foreign 
amino acid se-
quence in a pIII 
surface protein 
(indicated in red). 
N1, N2 and C – 
domains of the pIII 
surface protein

Types of phage display depending on the surface protein 
used

Type of
phage

display

Used surface protein 
(whether all copies of the 
protein represent foreign 

sequence)

Number and local-
ization of surface 

protein gene copies 

3 pIII (all) 1 in bacteriophage 
genome

8 pVIII (all) 1 in bacteriophage 
genome

33 pIII (partially) 2 in bacteriophage 
genome

88 pVIII (partially) 2 in bacteriophage 
genome

3+3 pIII (partially)
2 in bacteriophage 

genome and 
phagemid vector

8+8 pVIII (partially)
2 in bacteriophage 

genome and 
phagemid vector

pIX

pIII gene containing  
foreign insert

ssDNA

C
N2 N1

pIII

Displayed amino  
acid sequence

pVI
pVIII

pVII
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by every molecule of the pIII protein. The phage dis-
play in this case is called type 3 display (Table).

One phage particle contains about 2,700 copies of 
the pVIII protein that forms the bacteriophage enve-
lope and has a spiral structure. Four positively charged 
lysine residues, which interact with the negatively 
charged phosphate groups of viral ssDNA inside the 
phage, are located at the C-terminus of the protein. N-
termini are located on the outside of the viral particle 
[16, 17]. The maximum length of the foreign insert that 
does not lead to significant aberrations of the phage 
particle assembly and is displayed on each pVIII pro-
tein is 6–7 amino acid residues (type 8 phage display) 
[18, 19].

The loss of chimeric protein function takes place 
upon display of long heterologous amino acid sequenc-
es, which should be replenished with wild-type pIII 
or the pVIII protein. There are systems with a phage 
genome containing pIII (pVIII) genes of two types: re-
combinant and wild. As a result, only a portion of pIII 
(pVIII) proteins carries heterologous sequences, while 
the other part preserves native functions (type 33 (88) 
phage display) [20]. Replenishment of the lost function 
of the protein can occur in systems using phagemid 
vectors and helper phages [21, 22]. The Phagemid vec-
tor in such a case contains a plasmid and phage origins 
of the replication, the sequence encoding an antibiotic 
resistance gene, and the sequence encoding the chi-
meric protein. The helper phage encodes a wild-type 
protein necessary for the proper assembly of viral par-
ticles. Upon infection, the wild-type gene enters the E. 
coli cell, along with the helper phage, with the recom-
binant gene in the plasmid. As a result, mature particles 
of the released bacteriophage are arranged in a mosaic 
pattern; i.e., they contain wild-type and recombinant 
proteins (type 3+3 or 8+8 phage display) [20].

The first studies of phage display technology appli-
cation were aimed at obtaining peptides and proteins 
capable of specifically binding to antibodies. In his pilot 
work, Smith G.P. obtained a phage clone (fECO1) that 
contained the pIII protein with an inserted fragment 
of EcoRI restrictase. This clone was effectively neu-
tralized by antibodies against restrictase [4]. Further 
development of this work yielded numerous other ex-
periments in which phage particles with a displayed 
antigen served as immunogens capable of eliciting an 
immune response [23–25].

In the second part of his work, Smith investigated 
the possibility of enriching a mixed population of bacte-
riophages with specific fECO1 phages by affinity bind-
ing with antibodies against EcoRI. A mixture of phage 
fECO1 and a considerable excess in the wild-type 
M13mp8 phage were added to the absorbed antibod-
ies against EcoRI. Unbound phages were washed away 

with the medium, while absorbed phages were eluted 
with an acidic buffer, neutralized, and titrated. As a 
result of three consecutive experiments, a population 
enriched with fECO1 phage 1,500–7,200 times more 
than in the case of the wild-type phage was obtained 
[4]. At this stage, an idea appeared of using antibodies 
for the selection of specific clones from a population of 
bacteriophages (combinatorial phage library) where 
each individual phage particle displays a random amino 
acid sequence on its surface. Since 1988, the procedure 
of affinity enrichment of a phage population with a 
specific bacteriophage has become known as biopan-
ning [26].

A typical biopanning round comprises the following 
steps: 1) incubation of a combinatorial phage library 
with the target (protein, cell culture, tumor tissue, etc); 
2) washing-off of unbound phages; 3) elution of bound 
phages; and 4) amplification of the eluted phage for the 
next rounds (Fig. 2).

After several rounds of biopanning, the rate of pop-
ulation enrichment with the bacteriophage is deter-
mined by titration and/or immunoenzyme techniques. 
Then, individual phage clones are isolated and the se-
quence of the foreign insert is determined. It is impor-
tant to note that a simple physical bond between the 

Fig. 2. Schematic representation of a typical biopanning 
of a phage library. A, B – incubation of a combinato-
rial phage library with a target; C – washing-off of the 
unbound phages; D – elution of bound phages and their 
amplification for the next rounds

A

B

D

C
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displayed peptide and a sequence cloned into the phage 
genome allows for an easy analysis of the insert prima-
ry structure. Due to the small size of filamentous bacte-
riophages (5 nm diameter, 1 µm length), the concentra-
tion of phage particles can be as high as 1014 particles/
ml, which allows for the screening of a large number of 
variants. The representativeness of the peptide phage 
library reaches 109 different insertion variants [27].

Nowadays, combinatorial phage libraries are widely 
used as a tool that allows one to solve various tasks in 
molecular biology, biochemistry, and biomedicine. Li-
braries can be performed based on random combina-
tions of oligopeptides, antibodies, enzymes, fragments 
of genomic DNA, cDNA, open reading frames, or other 
functional genomic regions [28–30]. Library screening 
allows one to select molecules with specific properties, 
study protein-protein interactions, investigate markers 
of specific tissues, organs and biochemical processes, 
search for the substrates of various enzymes, epitopes 
of antigens and paratopes of antibodies and, finally, ob-
tain highly specific molecules with the desired proper-
ties [31, 32].

SELECTION OF SPECIFIC PEPTIDES 
FROM PHAGE LIBRARIES
Construction of a peptide library is one of the key mo-
ments in successful screening, since the probability of 
a ligand selection that specifically binds to a certain 
target depends considerably on the library diversity 
and insert length. One of the most common strategies 
for constructing a combinatorial library of peptides is 
based on the triplet rule and degeneracy of the genetic 
code. The strategy is to generate various combinations 
based on a (NNK)n

 codon, where N is the equimolar ra-
tio of all four nucleotides, and K stands for the mixture 
of guanine and thymine only (1 : 1). Due to the use of 
the codon (NNK)

n
 instead of (NNN)

n
, the number of 

possible stop codons is reduced from three (TAA, TGA, 
TAG) to one (TAG) and the probability of coding dif-
ferent amino acids is aligned. Thus, 32 possible (NNK)

n
 

codon variants encode 20 canonical amino acids and one 
stop codon [13]. The number of possible variants of ami-
no acid sequence of length n is equal to 20n. However, 
other factors such as the presence of a stop codon in 
the peptide sequence and transformation efficiency of 
E. coli cells with phage constructs affect the represent-
ativeness of the library in practice. Typically, the rep-
resentativeness of a commercial phage peptide library 
is about 109 phage particles [33]. Furthermore, the pep-
tide insertion may be both linear and circular due to 
the formation of disulfide bridges between the cysteine 
residues flanking the insert.

As mentioned above, a heterologous insert can be 
displayed either by the pIII or pVIII protein. Librar-

ies based on pIII, which is represented by only three to 
five copies at one of the ends of the viral particle, are 
used for the generation of highly specific ligands with 
high affinity for the target. Ligands with a dissociation 
constant in the range of 1–10 µM are obtained using 
such libraries [34]. Such specific peptides are most com-
monly used for the delivery of various substances to a 
target or imaging of specific structures and biochemical 
processes.

The major protein pVIII covering the capsid pro-
vides multivalent binding and high avidity, which ad-
versely affects the affinity of interaction between pep-
tide and target. Using pVIII-protein-based libraries, 
ligands with lower individual affinity are selected; the 
dissociation constants of such ligands are in the range 
of 10–100 µM [34]. However, these libraries are also 
widely used since the selected phage particles show a 
high affinity for the target, stability and they can be 
easily produced in large amounts. For example, Lang 
Q. et al. applied enzyme immunoassay in the detection 
of a prostate-specific antigen (PSA) using a phage clone 
selected from the pVIII library [35]. The possibility of 
targeted delivery of GAPDH siRNA to cancer cells 
using the ability of phage proteins to self-assemble in 
the presence of any nucleic acid is shown [36]. A phage 
peptide library based on the pVIII major protein was 
used for the selection of clones specific to human breast 
adenocarcinoma cells MCF-7. Recombinant pVIII pro-
teins of this clone were generated by conventional am-
plification of the phage clone separated from the phage 
particle and incubated with GAPDH siRNA to form 
so-called nanophages. The resulting particles (nano-
phages) protected GAPDH siRNA from degradation 
by plasma nucleases, provided their specific delivery to 
MCF-7 cells, and internalization into the cell but did not 
affect the functionality of GAPDH siRNA.

Screening of phage peptide libraries can be carried 
out both in vitro and in vivo. In vitro screening is con-
ducted using a variety of objects: inactivated viruses 
and bacteria, purified protein fractions, enzymes, re-
ceptors, functional domains, and cell cultures [37, 38]. 
In vitro screening also includes selection using inorgan-
ic molecules (e.g., metals) and synthetic materials [39].

The most simple and direct method of in vitro se-
lection of specific peptides is the selection on a puri-
fied substance of the target protein. For example, us-
ing screening of a phage peptide library displaying a 
seven-residue peptide with a fibroblast growth factor 8 
(FGF8b), a HSQAAVP (P12) peptide was obtained that 
specifically binds to the receptor of this factor. FGF8b 
is a major isoform that is produced by prostate cancer 
cells. The selected P12 peptide inhibits cell prolifera-
tion induced by FGF8b, causes cell cycle arrest in the 
G0/G1 phase by suppression of cyclin D1 and PCNA, 
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and block activation of the Erk1/2 and Akt cascades 
in both prostate cancer cells and vascular endothelial 
cells. Thus, P12 acting as an antagonist of FGF8b is a 
potential therapeutic tool in prostate cancer [40].

The disadvantage, or rather limitation of such a 
selection method, is that the peptides obtained after 
screening on the substance of purified proteins may not 
have the targeted properties in vivo. One of the reasons 
for this can be the specific post-translational modifi-
cation of proteins that occur during various processes, 
including malignant cell transformation. Moreover, ob-
taining a soluble substance of a purified protein while 
maintaining its native structure and function is not al-
ways a trivial task [41].

In vitro screening on cell cultures allows one to suc-
cessfully select peptides to various cell surface struc-
tures and also peptides capable of internalization into 
cells both through receptor-mediated and non-recep-
tor-mediated ways: so-called cell-penetrating peptides 
(CPP) peptides. The advantages of a selection on cell 
cultures include the ability to obtain peptides specific 
to a particular cell type without knowledge of the par-
ticular target the peptides bind to.

Phage peptide libraries with additional properties 
are constructed on the basis of the vast data obtained. 
Thus, for example, a new class of peptide phage librar-
ies (iPhage libraries) exists in which the displayed pep-
tide is able to internalize a phage particle into the cell 
and provide specific binding to the cellular organelles 
and functional domains of intracellular proteins. The 
peptides selected from such a library allow one to study 
intracellular signaling and metabolic pathways [42].

A less common means for screening a phage pep-
tide library is different biological fluids. Thus, a large 
amount of fibrin is found in the extracellular matrix 
of a tumor, which is caused by a constant penetration 
of fibrinogen into the tumor stroma and its cleavage. 
Pilch J. et al. performed biopanning with coagulated 
plasma and selected two cyclic decapeptides (CLT1 
and CLT2) capable of specifically binding to fibrin-
fibronectin complexes. Intravenous administration of 
fluorescently labeled CLT1 and CLT2 in mice with dif-
ferent grafted tumors led to their accumulation in the 
extracellular space of the tumor. The selected peptides 
also specifically bound to lesion sites in tissues. Thus, 
such peptides can be useful for the development of tar-
geted drugs for the diagnosis and therapy of tumors 
and damaged tissues [43].

The possibility of selecting specific peptides by in 
vivo screening of a phage peptide library was shown by 
Pasqualini and Ruoslahti in 1996 [44]. There are several 
ways to introduce a phage peptide library into experi-
mental animals in in vivo screening. The most common 
is intravenous administration, which allows almost im-

mediate introduction of the library into blood vessel 
receptors, organs, and tissues. During circulation of a 
phage peptide library in the bloodstream, part of the 
phage population binds to plasma proteins and other 
non-target organs and tissues. This part of the library 
does not get involved in further rounds of selection, be-
cause only the associated-with-the-target-organ part 
of the library is amplified.

However, intravenous administration complicates 
the selection of peptides specific to brain structures, 
because penetration of phage particles is limited by 
the blood-brain barrier. Intranasal administration of a 
peptide phage library was developed for this purpose. 
It has been established that the bulk of the substance is 
absorbed into the blood upon intranasal administration, 
while a smaller part enters the brain directly from the 
neurons of the olfactory tract with the help of perineural 
transport in sensory nerves and spreads through brain 
structures through mechanisms not associated with the 
blood flow [45, 46]. Nevertheless, the intravenous way of 
administration of a phage peptide library allows one to 
select peptides specific to the blood-brain barrier only 
[47]. These peptides have the potential to translocate to 
the inside of the blood-brain barrier and provide deliv-
ery of associated molecules to the brain structures.

An alternative to the intravenous and intranasal 
administration methods is introduction directly into 
the target (orthotopic). For example, intraperitoneal 
administration of a phage peptide library in mice with 
gastric cancer allowed one to select peptides that spe-
cifically bind to gastric cancer metastasis [48]. Ortho-
topic administration allows one to introduce all possible 
target library variants into the target and reduces the 
probability of phage particle capture by other organs. 
On the other hand, target properties of the peptides 
selected orthotopically are significantly reduced upon 
intravenous administration.

Finally, there is a transdermal way of administra-
tion, which allows one to select peptides capable of pen-
etrating through intact skin [49, 50].

The main limitations of in vivo screening are non-
specific distribution of phage particles in organs 
and tissues and half-life of the introduced phage. 
It is shown that phage accumulates in considerable 
amounts in the liver and spleen upon circulation in the 
organism. Maximum concentration of the wild-type 
M13 phage is observed in the blood 5 and 15 minutes 
after intravenous administration in mice with an intact 
immune system (line CF-1) and mice with immunode-
ficiency, respectively. Then, the concentration of phage 
particles in the bloodstream decreases rather rapidly. 
It is important to note that the concentration of phage 
particles in the spleen of mice with immunodeficiency 
is much lower than in healthy ones, which indicates the 
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involvement of the immune system, particularly the 
reticuloendothelial system, in phage capture [51]. The 
half-life of the wild-type M13 phage in a mouse blood-
stream is about 4.5 hours, while various modifications 
of phage particles (e.g., glycosylation or succinylation) 
dramatically reduce the half-life (up to several min-
utes). Reduction of the half-life in the bloodstream and 
rapid degradation of modified phages are apparently 
associated with their interaction with the correspond-
ing receptors and internalization in a cell [52]. These 
nuances must be considered in the construction and 
analysis of in vivo experiments.

In 2002, the results of the first screening of a phage 
peptide library carried out in vivo in a patient in coma 
were published [53]. After intravenous administration 
of such a library (one round of screening), biopsies of 
several organs were analyzed. It was shown that the 
distribution of 47,160 phage clones between organs was 
not coincidental. The experiment was the first step in 
the development of a molecular map of the distribu-
tion of human receptors. One of the selected phage-dis-
played peptides had a high affinity for prostate tissue 
and accumulated in it in considerable amounts. It was 
demonstrated later that this peptide is a ligand of in-
terleukin-11 [54].

Subsequently, phage particles selected from the bi-
opsies of various organs after the first round of selec-
tion were combined into a new library. Two consecutive 
rounds of selection in two patients with prostate can-
cer were conducted using this library. A bioinformatic 
analysis of clones selected from various organs identi-
fied 15 peptides that could potentially serve as ligands 
of specific receptors. Bioinformatics methods (high-
throughput analysis by similarity search, protein ar-
rays) and affinity chromatography demonstrated that 
four of these 15 peptides are ligands of annexins A2 and 
A4, apolipoprotein E3, and leukocyte proteinase 3 [55].

Thus, one of the main advantages of using an in vivo 
system is that the targets for which the specific pep-
tides are selected are presented in the natural micro-
environment of the living organism.

APPLICATION OF ORGAN- AND 
TISSUE-SPECIFIC PEPTIDES
Development of the technology for obtaining organ- 
and tissue-specific peptides using phage libraries and 
the discovery of new properties of these peptides has 
allowed researchers to consider them as promising di-
agnostic and therapeutic agents.

Peptides with antitumor activity
In most cases, the screening of phage peptide librar-
ies is carried out in order to identify peptides that bind 
specifically to the receptor structures of the target or-

gan or tissue and can subsequently serve as targeted 
agents for the delivery of different substances. On the 
other hand, organ- and tissue-specific peptides them-
selves have specific biological properties. In particular, 
some peptides exhibit antitumor activity.

For example, peptide LyP-1 that specifically binds 
to the lymphatic vessels of certain tumors inhibits the 
growth of human breast cancer MDA-MB-435 in model 
mice with severe combined immunodeficiency (SCID) 
upon regular intravenous administration. LyP-1 is 
shown to induce apoptosis of only the cells it binds to 
[56].

Cyclic peptide CIGB-300 blocks phosphorylation of 
serine-threonine protein kinase CK2, the synthesis of 
which is significantly elevated in various cancers. Im-
paired function of this enzyme leads to growth inhibi-
tion and induction of apoptosis of cancer cells in culture. 
CIGB-300 is also known to exhibit significant antitu-
mor effect both upon local and systemic administration 
in mice with syngeneic tumors and human tumors and 
can serve as the basis for the development of antican-
cer drugs [57].

Peptide SMSIASPYIALE (peptide pIII) specific to 
GC9811-P endothelial cells of gastric cancer accumu-
lating in the metastasis of this tumor was selected from 
a phage peptide library after four rounds of selection. 
A synthetic pIII analogue significantly inhibited the 
ability of GC9811-P cells for adhesion and invasion, im-
peded the development of metastasis and increased the 
lifespan of mice inoculated with a gastric cancer graft 
[58]. Afterwards, a GMBP1 peptide was obtained that 
specifically binds to the receptors of gastric cancer cells 
exhibiting multidrug resistance, and it contributed to 
cell phenotype alteration and restoration of drug sen-
sitivity [59].

The acidic fibroblast growth factor (aFGF) is known 
to be produced by breast cancer cells and to promote 
tumor progression by interacting with the FGF recep-
tor (FGFR). Peptide AP8 obtained from a phage pep-
tide library is capable of specifically binding aFGF and 
inhibiting the proliferation of tumor cells and newly 
formed tumor vessels by arresting the cell cycle [60]. 
Such bifunctional peptides specific to tumor cells and 
tumor vascular cells can serve both as independent an-
titumor agents and vehicles for other drugs, enhancing 
their effect by their own anti-tumor action.

Wang H. et al. developed the strategy of joint appli-
cation of the AVPI apoptotic peptide and DNA of the 
gene encoding the p53 protein for adjuvant therapy of 
breast cancer. The AVPI peptide was modified by ad-
dition of eight arginine residues. Due to the positively 
charged tail of arginine residues, AVPIR8 acquired the 
ability to effectively penetrate into cancer cells and 
serve as a vector for gene delivery due to the formation 
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of nanocomplexes with the nucleic acid. Application of 
the AVPIR8/p53 DNA combination significantly in-
creased the sensitivity of cancer cells to doxorubicin in 
experiments in vitro, as well as in breast cancer mouse 
models with a multidrug resistance phenotype [61].

A series of promising anticancer drugs was devel-
oped on the basis of tumor-targeted peptides. Several 
examples of anti-tumor peptides, which are at vari-
ous stages of clinical trials (www.clinicaltrials.gov), can 
be noted. For example, a cyclic peptide [Arg-Gly-Asp-
Dphe-(NMeVal)] containing an RGD motif serves as 
the basis for the Cilengitide antitumor agent. Cilengit-
ide, a highly selective integrin inhibitor that arrests an-
giogenesis, is considered as the drug for central nervous 
system tumors, particularly glioblastoma, also small 
cell lung cancer, prostate cancer, and metastatic and/
or squamous cell carcinoma of the head and neck. Clini-
cal trials of cilengitide (phase I/II) in combination with 
standard radiotherapy and temozolomide conducted 
in patients with newly diagnosed glioblastoma showed 
attainment of a primary endpoint (69% survival rate 
without progression for 6 months) [62, 63].

Clinical trials of the anticancer drug NGR-hTNF 
consisting of the human tumor necrosis factor (hTNF) 
and the NGR amino acid motif, the target of which 
is aminopeptidase N (CD13), began after the obtain-
ment of encouraging results in antitumor therapy in 
animal models [64]. To date, there have been clini-
cal trials conducted (phase I/II) for NGR-hTNF as a 
monotherapy drug for pleural mesothelioma and liver 
cancer. Clinical trials (phase I/II) of a combination 
of NGR-hTNF with such drugs as doxorubicin, ox-
aliplatin, capecitabine, gemcitabine, etc. in recurrent 
ovarian cancer, colorectal cancer, and small-cell lung 
cancer are at various stages of completion [5, 63]. Ac-
cording to the results of the clinical trials, NGR-hTNF 
is most effective in combination with conventional 
chemotherapy.

There are clinical trials (phase II/III) of oncolytic ad-
enovirus Ad5-Δ24-RGD, a modified RGD capable of 
replicating in cells lacking a Rb/p16 signal pathway, as 
a drug for ovarian cancer and glioblastoma recurrence 
[5].

Encouraging results in completed and ongoing clini-
cal trials inspire hope that soon there will be drugs 
based on tumor-specific peptides.

Application of peptides in gene therapy 
Tumor-specific peptides are actively used as targeted 
components in the development of gene therapy drugs. 
For example, liposomes integrated into a membrane 
and peptides loaded with nucleic acid provide addition-
al targeting of delivery structures. In the work by Yang 
Z. et al., two receptor-specific peptides were included in 

liposomes: angiopep and tLyP-1. Angiopep is specific 
to the receptor of low-density lipoproteins, the expres-
sion of which is enhanced in the blood-brain barrier 
structures. Peptide tLyP-1 is specific to the receptor 
of neuropilin-1, it effectively penetrates into tumor 
parenchyma. These modified liposomes loaded with 
siRNA suppressing gene expression of the vascular en-
dothelial growth factor (VEGF siRNA) were efficiently 
transfected into U87MG human glioblastoma cells in 
vitro and reduced the expression of a target gene. The 
antitumor activity of the created modified liposomes 
was shown in a U87MG glioblastoma xenograft model 
in vivo [65].

A vector based on the adeno-associated virus (AAV), 
the capsid of which has an integrated peptide select-
ed from the phage peptide library and containing an 
NGR-motif, was capable of targeted delivery of genetic 
information to CD13+ target cells. The CD13 receptor is 
expressed on endothelial cells of newly formed vessels 
and many cancer cells, which indicates that peptides 
containing a NGR-motif can be used as tumor-targeted 
agents [66].

Genetically modified bacteriophages displaying 
targeted peptides within one of their surface proteins 
can also be used as agents for targeted gene therapy. 
Among the important advantages of bacteriophages 
are their safety for humans, high stability of phage 
particles, and plasticity of the genome for construction 
[67, 68].

One of the first works that proved the possibility of 
targeted gene therapy with a modified bacteriophage 
was performed using a filamentous bacteriophage, a 
minor part of the pIII protein of which had an incorpo-
rated fibroblast growth factor (FGF2). The green fluo-
rescent protein (GFP) gene under the cytomegalovirus 
(CMV) early promoter was used as a reporter gene. The 
modified bacteriophages specifically penetrated only 
into cells expressing the FGF2 receptor on the surface 
and internalized into the cell interior. Expression of the 
reporter gene and synthesis of GFP were observed [69]. 
Thus, bacteriophage, despite the lack of tropism for 
human cells, can be modified so that it acquires speci-
ficity to a particular cell type and the capacity to de-
liver foreign genetic material.

Bacteriophage M13 expressing the tumor-specific 
peptide RGD4C was used for the delivery of a trans-
gene cassette regulated by the CMV promoter and 
flanked by AAV2 inverted terminal repeats. Phage 
particles were modified with cationic polymers in or-
der to improve transfection properties. The modified 
phage particles possessed a higher antitumor activity 
compared to unmodified phages [70].

Finally, a tumor-specific peptide can be covalently 
attached to a therapeutic nucleic acid for its delivery 
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to the target. For example, the possibility of delivery 
of VEGFR2 siRNA covalently linked to the targeted 
peptide cRGD was studied. Peptide cRGD specifically 
binds to αvβ3-receptors that are expressed at a high 
density on the endothelium of tumor vessels and in 
tumor cells. A covalent complex of cRGD-siRNA was 
shown to specifically enter αvβ3-positive HUVEC cells 
and turn off the target gene. The specific antitumor ef-
fect of the considered structures was identified in in 
vivo experiments in mice with immunodeficiency and 
inoculated A549 lung cancer tumor [71].

The obtained positive results allow one to consider 
tumor-specific peptides as a promising platform for the 
development of gene therapy agents.

Targeted peptides in the diagnosis of diseases
Peptides that specifically bind to certain tumor organs, 
tissues, cells, or vessels can be used for characteriza-
tion of a cell culture, visualization of certain structures 
(including tumors) in vivo, and disease diagnostics [72].

For example, the RGD peptide conjugated with 
FITC is used in in vitro experiments to evaluate the ex-
pression level of αvβ3 integrins on the surface of vari-
ous cancer cells in culture. Staining of human tumor 
biopsies embedded in paraffin using FITC-RGD allows 
one to evaluate the αvβ3 profile of the tumor tissue. 
This method of staining is much easier and cheaper 
than staining with antibodies to αvβ3 receptors [73].

Positron emission tomography (PET) is a radionu-
clide tomographic method of diagnostic study. The 
method is based on the detection of the distribution of 
compounds (radioligands) labeled with positron-emit-
ting radioisotopes in an organism. Natural peptides 
(bombesin, somatostatin) are for the most part used as 
protein markers in PET [74]. Tumor-specific peptides 
can also be used as targeted agents for the delivery of 
radionuclide labels in the diagnosis of malignant neo-
plasms. Novel radioligands based on the RGD peptide 
are currently under clinical trials [75].

Another radioligand for PET imaging is based on a 
64Cu-labeled NGR-containing peptide specific to the 
CD13 receptor. This compound bound to CD13+ HT-
1080 cells and showed no tropism for CD13¯ MCF-7 cells 
in experiments in vitro. Results of in vitro experiments 
were confirmed in vivo using HT-1080 and MCF-7 tu-
mor xenografts [76].

Tumor-specific peptides can conjugate not only 
with radionuclides, but also with other diagnostic 
agents, such as paramagnetic substances for MRT 
(magnetic resonance tomography), SPECT (single 
photon emission computed tomography), or fluores-
cent dyes in case of FOT (fluorescence optical imag-
ing) [74]. These conjugates selectively accumulate in 
tumor at concentrations greatly exceeding their con-

centration in other organs, thereby amplifying the 
signal detected by the device.

Thus, tumor-specific peptides have significant po-
tential for improving existing technologies of diagnos-
tics and imaging of tumor structures.

Peptides: agents for targeted drug delivery
An example of using tumor-specific peptides for the 
delivery of pro-apoptotic proteins is a protein that com-
bines the pro-apoptotic peptide KLAK and targeted 
peptide RGD. The RGD motif of the peptide recogniz-
es integrin receptors, which are expressed in a large 
number on newly formed vessels and cancer cells [77]. 
The obtained bifunctional protein specifically binds to 
target cells (tumor endothelial cells), penetrates into 
the cells, and induces their apoptosis through the mito-
chondrial pathway [78].

Peptide M2pep, which specifically binds to tumor-
associated macrophages and mouse M2 macrophages, 
was proposed as an agent for the targeted delivery of 
the KLA pro-apoptotic protein [79]. Tumor-associated 
macrophages play an important role in tumor progres-
sion by stimulating tumor cell growth, angiogenesis 
and metastasis, and promote drug resistance [80]. The 
resulting recombinant protein M2pepKLA inhibited 
tumor growth and reduced the population of tumor-
associated macrophages [79].

Peptide CRGDKGPDC (iRGD) combining the prop-
erties of two motives, RGD (integrin-binding) and R/
KXXR/K (neuropilin (NRP)-binding), was selected 
based on the T7 phage peptide using a phage peptide 
library [81, 82]. RGD guides the peptide to the tumor, 
while R/KXXR/K increases the permeability of tumor 
vessels and improves the efficiency of drug delivery 
to tumor parenchyma through the vascular barrier. 
Furthermore, iRGD inhibits spontaneous metastasis in 
mice. The antimetastatic activity is provided by neuro-
pilin-binding RXXK but not the integrin-binding RGD 
motif [83]. Such peptides that have targeting properties 
and at the same time are able to deeply penetrate into 
tumor parenchyma form a separate class of peptides, 
CPHP (cell-penetrating homing peptides) [84].

A conjugate of iRGD with the anticancer agent ab-
raxane (albumin-stabilized paclitaxel) is known to in-
crease the effectiveness of abraxane and significantly 
reduce the overall toxicity of the drug [85, 82]. Further-
more, it was found that co-administration of the iRGD 
peptide with various drugs (doxorubicin, abraxane, li-
posomes with doxorubicin, trastuzumab) improves the 
effectiveness of drug penetration into tumor parenchy-
ma and their therapeutic index [86].

Thus, short targeted peptides selected from phage 
libraries are increasingly being used both in diagnostic 
and clinical practice.
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CONCLUSION
Screening of phage peptide libraries is a fast and con-
venient method of obtaining organ-, tissue- and tu-
mor-specific peptides. The safe nature of the bacteri-
ophages for humans and simplicity of manipulations 
with them allowed us to obtain a wide variety of tar-
geted peptide ligands. Some of them are in clinical tri-
als, both as individual therapeutic agents and as vehi-
cles for drug delivery to target organs and tissues.

The possibility of a tumor-targeted peptide appli-
cation in the diagnosis and therapy of malignant neo-
plasms is of great interest. The small size of the target-
ed peptides allows them to penetrate deeply into tumor 
parenchyma, which is important in targeted therapy 
[87, 88]. Short peptides are virtually non-immunogenic, 
which makes them safe for clinical use [89]. Peptides 
can be easily modified, for example, by protection of 
the N- and C-termini from proteolytic degradation [87]. 
Chemical synthesis of short peptides is much cheaper 
than the production of monoclonal antibodies and re-

combinant proteins, while the final product does not 
require additional purification from bacterial cell wall 
components or the eukaryotic plasma membrane [90].

Tumor-specific peptides are the keys to the bulk of 
information about the changes that occur in cell during 
carcinogenesis, the mechanisms responsible for surviv-
al, proliferation, and metastasis of cancer cells. Identi-
fication of targets for such peptides is very important, 
but often rather not a trivial task. A tumor-specific li-
gand can be used for targeted delivery of diagnostic 
and therapeutic agents even in the absence of informa-
tion on the target.
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ABSTRACT Cholesterol is an important constituent of cell membranes and plays a crucial role in the compart-
mentalization of the plasma membrane and signaling. Brain cholesterol accounts for a large proportion of the 
body’s total cholesterol, existing in two pools: the plasma membranes of neurons and glial cells and the myelin 
membranes . Cholesterol has been recently shown to be important for synaptic transmission, and a link between 
cholesterol metabolism defects and neurodegenerative disorders is now recognized. Many neurodegenerative 
diseases are characterized by impaired cholesterol turnover in the brain. However, at which stage the choles-
terol biosynthetic pathway is perturbed and how this contributes to pathogenesis remains unknown. Cognitive 
deficits and neurodegeneration may be associated with impaired synaptic transduction. Defects in cholesterol 
biosynthesis can trigger dysfunction of synaptic transmission. In this review, an overview of cholesterol turn-
over under physiological and pathological conditions is presented (Huntington’s, Niemann-Pick type C diseases, 
Smith-Lemli-Opitz syndrome). We will discuss possible mechanisms by which cholesterol content in the plasma 
membrane influences synaptic processes. Changes in cholesterol metabolism in Alzheimer’s disease, Parkinson’s 
disease, and autistic disorders are beyond the scope of this review and will be summarized in our next paper. 
KEYWORDS lipid rafts, neurodegenerative disease, oxysterols, synaptic transmission, cholesterol.
ABBREVIATIONS ABC -ATP-binding cassette transporters; ACAT1 -acetyl coenzyme A cholesterol acyltransfer-
ase; ApoE – apolipoprotein E; BDNF – brain derived neurotrophic factor; HMGCoA -3-hydroxy-3-methylgluta-
ryl-coenzyme A; HC – hydroxycholesterol; BBB – blood-brain barrier; Dhcr7 -7-dehydrocholesterol reductase; 
LDL-receptor – low-density lipoprotein receptor; LRP -LDL-receptor related protein; LX-receptor – Liver X 
receptor; MCD – methyl-β-cyclodextrin; CYP46A1 – cholesterol 24-hydroxylase; CYP27A1 -cholesterol 27-hy-
droxylase; CYP7B1 – oxysterol 7α-hydrolase; ER – endoplasmic reticulum

CHOLESTEROL RECYCLING IN THE BRAIN 

The pools of cholesterol in the brain 
Cholesterol is a major lipid component of brain cell 
membranes, accounting for 23–25% of the body’s total 
cholesterol content. The brain has cholesterol content 
at 15–30 mg/g tissue, whereas the average in other 
tissues is at 2–3 mg/g tissue [1]. In the central nerv-
ous system (CNS), cholesterol has a number of essential 
functions. Cholesterol-enriched myelin sheaths serve as 
an insulation layer increasing nerve conduction veloc-
ity. Cholesterol is abundantly present in the synaptic 
membranes to aid in nerve signal transmission. Cho-
lesterol deficiency has been shown to inhibit dendrite 
growth [2, 3].

A total of over 30 enzymes catalyze the synthesis of 
cholesterol in mammals. Outside the CNS, cholesterol 
can be synthesized de novo (about 50–60%), or it can be 

obtained from the diet (lipoprotein-bound). However, 
the blood brain barrier (BBB) prevents the uptake of li-
poprotein-bound cholesterol from the circulation. Most 
brain cholesterol (over 95%) comes from in situ synthe-
sis mainly in glial cells [1]. Increased permeability of 
BBB to sterol molecules is related to BBB impairment 
[4]. Partial disruption of BBB may be a result of aging. 
In addition, the function of the BBB can be significant-
ly affected in neurodegenerative disorders, which can 
ultimately lead to pathological conditions [5, 6]. Using 
pericyte-deficient mice, which are critical to BBB func-
tioning, an age-related progressive neurodegenerative 
disease was observed [4, 6].

Brain cholesterol is found in two major stores. The 
smaller one is subject to relatively fast turnover rates 
(half-life of 5–10 months, 8 mg/g) and made up by 
the plasma membranes of neurons (10%) and glial cells 
(20%). The larger pool of CNS cholesterol (70%) is in 
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myelin (40 mg/g) with very slow turnover (half-life of 
approximately 5 years) [7]. The rate of cholesterol syn-
thesis is highest during the period of active myelina-
tion by oligodendrocytes (the first few weeks/months 
after birth). Oligodendrocytes use ketone bodies as 
precursors for lipid synthesis (ketone-metabolizing 
enzymes), whose plasma levels are 10-fold increased 
during myelin sheath formation. Cholesterol-deficient 
oligodendrocytes show dependence on the local sup-
ply of extracellular cholesterol, dramatically reducing 
CNS myelination [8]. Following myelination the pro-
duction of cholesterol drops by 90%, and in the mature 
brain it only occurs in astrocytes and neurons, albeit 
at a 5-fold slower rate than in astrocytes [1]. Neuronal 
cholesterol biosynthesis plays a crucial role in the sur-
vival and differentiation of axons and dendrites, and 
formation of non-efficient synapses. The de novo syn-
thesis of cholesterol in neurons can be upregulated by 
the brain-derived neurotrophic factor (BDNF) [9]. This 
period of extensive synapse formation (particularly, 
presynaptic terminals away from the some) requires 
astrocyte-derived cholesterol. Cultured neurons elicit 
a 10-fold increase in excitatory synaptic transmission 
and generate 5–7 fold greater synapses in the presence 
of astrocytes, suggesting a role for astrocyte-derived 
cholesterol in neuronal function. Overall, the synthesis 
of cholesterol by neurons is essential to the developing 
brain, whereas in the adult brain neurons rely on ex-
ternal sources of cholesterol [1, 7].

Regulation of cholesterol synthesis 
De novo cholesterol synthesis begins with the transfor-
mation of acetyl-CoA into 3-hydroxyl-3-methylglutar-
yl-coenzyme A (HMG-CoA) via a reaction catalyzed by 
HMG-CoA -synthetase and then by HMG-CoA reduc-
tase into mevalonate. The HMG-CoA reductase-cata-
lyzed formation of mevalonate is an irreversible and 
rate-limiting step in the cholesterol biosynthesis, tar-
geted by statin drugs. There are two cholesterologenic 
pathways in the brain (Fig. 1). Neurons mainly contain 
sterols synthesized via the Kandutsch-Russel choles-
terol synthetic pathway (7-dehydrocholesterol, lanos-
terol), and astrocytes contain precursors of the Bloch 
pathway (desmosterol) [10]. The machinery of choles-
terol synthesis resides in the endoplasmic reticulum 
(ER). The cholesterol content in the ER shows great-
er variations than in plasma membranes. Indeed, the 
cholesterol environment in the ER influences the total 
cholesterol levels in the cell. One of the key players in 
cholesterol regulation is SREBP-2 (sterol-regulatory 
element-binding protein), an inactive transcription 
factor anchored to the ER membrane  and capable of 
binding to SCAP (SREBP cleavage-activating protein), 
which functions as a detector of cholesterol due to a 

sterol-sensing domain. During high cholesterol concen-
trations, the SREBP-2/SCAP complex is retained in 
the membranes of the ER by the retention proteins IN-
SIG-1 and -2 (insulin-induced protein 1 and 2). In ster-
ol-depleted cells, the interaction between the INSIG 
retention complex and SREBP-2/SCAP is lost, allowing 
SCAP to escort SREBP-2 to the Golgi compartment. 
Within this organelle, SCAP releases the N-terminal 
domain of SREBP-2, which translocates to the nucleus 
to bind sterol regulatory elements (SRE) in the promot-
er regions of over 30 target genes encoding enzymes of 
cholesterol biosynthesis (Fig. 2) [1, 10–12].

SCAP knockout mice show a 30–40% reduction in 
brain cholesterol synthesis, leading to defects in syn-
aptic transmission [13]. Disruption of the SCAP gene in 
astrocytes results in microcephaly, motor deficits and 
behavioral dysfunctions, which could be partially res-
cued by the uptake of dietary lipids [14]. Schwann cell 
SCAP mutant mice exhibit congenital hypomyelination 
and neuropathy-related behavior, tremor, and abnor-
mal gait [15]. The inhibition of cholesterol synthesis re-
duces the expression of cholesterol-binding proteins, 
such as myelin proteins [8]. 

Newly synthesized cholesterol leaves the ER by ve-
sicular and non-vesicular mechanisms (by means of 
carrier proteins) and is targeted to the plasma mem-
brane, thus maintaining a low ER cholesterol content. 
The trafficking between membranes through direct 
contact sites seems to be the easiest way to make cho-
lesterol available to extracellular acceptors [11, 16].

Deposition and cholesterol esters 
A surplus of cholesterol in neurons and other cell types 
is stored in the form of esters. Cholesterol esters con-
stitute ~1% of the total cholesterol pool in the adult 
brain and exist as lipid droplets. A transient increase 
in esterified cholesterol concentrations, which ac-
counts for over 5% of total cholesterol, is detected in a 
specific region of the brain at the onset of myelination. 
Cholesterol esters are a reserve pool of cholesterol and 
fatty acids which is utilized for the formation of my-
elin sheaths and synaptic contacts. The accumulation 
of cholesterol esters as cytoplasmic lipid droplets can 
result from increased Acyl-CoA cholesterol acyltrans-
ferase 1 gene expression (ACAT1, also named SOAT1), 
upregulated in response to high cholesterol levels in the 
ER. ACAT1 ablation leads to a decreased (by 86%)  level 
of cholesterol esters. Conversely, neurotoxic agents and 
oxidative stress enhance ACAT1 activity [17]. ACAT1 
is more abundantly expressed in neurons as compared 
to glial cells. Importantly, in astrocytes, ACAT1 is ac-
tivated following impaired cholesterol efflux or in the 
presence of an excess of exogenous cholesterol [18]. 
Substrates for cholesterol esterification are provided 
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Fig. 1. Cholesterol synthesis and oxysterol formation. Cholesterol is produced from acetyl-coenzyme A in a multistage 
enzymatic process. There are two pathways for cholesterol synthesis; the Bloch and Kandutsch-Russel pathways. De 
novo synthesized cholesterol can accumulate as cholesterol esters or be modified by enzymic or non-enzymic oxidation 
into oxysterols. A wide array of oxysterols have been described, each of which may have a specific effect on cellular 
functions. See text for a detailed explanation.
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Fig. 2. Brain cholesterol metabolism: neuron–glial interplay. The major input of cholesterol into the brain comes from 
in situ synthesis in the endoplasmic reticulum (ER) of astrocytes. The proteins INSIG, SREBP, and SCAP regulate the 
cholesterol biosynthetic machinery. These proteins are tightly associated and retained in the ER at high levels of ster-
ols. When sterol levels drop below a threshold, the complex dissociates, allowing SREBP and SCAP to translocate to 
the Golgi apparatus. Within this organelle, SCAP cleaves SREBP, releasing the active transcription factor, which then 
migrates to the nucleus to activate the genes involved in cholesterol synthesis and trafficking. Lipoprotein particles, 
including apolipoproteins E (ApoE), assembled in the ER are targeted to endosomes for secretion into the extracellular 
space. Newly synthesized cholesterol is transported from the ER to endosomes or extracellular space by non-vesicular 
mechanisms via ATP-binding cassette transporters (ABCA1). Cholesterol-rich ApoE-particles interact with the neuronal 
receptors (LRP1), undergo internalization by receptor-mediated endocytosis, and are routed to late endosomes/lyso-
somes. Once there, NPC1 /2 proteins promote trafficking of cholesterol to the plasma membrane or the ER. The supply 
of the plasma membrane with cholesterol requires caveolin-1 (Cav-1). Membrane cholesterol could be processed by 
CYP46A1 to 24-hydroxycholesterol (24-HC), which passes through the blood-brain barrier (BBB) and binds to light or 
high density lipoproteins (LDL or HDL). Increased plasma levels of 24-HC can oxidize the plasma lipoproteins (O-LP) 
that are then accumulated in leukocytes via scavenger receptor (SR) mediated endocytosis. Binding of 24HC to the 
cytoplasmic LX-receptors of astrocytes (or neurons) triggers expression of the genes (ApoE and ABCA1) involved in 
cholesterol trafficking from astrocytes to neurons. A certain amount of cholesterol can exit the brain through the BBB in 
the form of ApoA1-partciles. Elevated cholesterol content in the ER upregulates an ACAT1-dependent generation of 
cholesterol esters, which build up in the cytoplasm as lipid drops. SCD (stearoyl-CoA desaturase) supplies the mono-
unsaturated fatty acids required for cholesterol esterification. Accumulation of cholesterol esters (as ApoE-particles, 
ApoE-ChE) in the extracellular space is associated with LCAT (lecithin–cholesterol acyltransferase) activity secreted by 
astrocytes. Mitochondria of many cells (in particular, macrophages) have the enzyme CYP27A1 that catalyzes the con-
version of cholesterol to 27-hydroxycholesterol (27-HC) that could transverse the BBB and less effectively (as compared 
to 24-HC) activate LX-receptors. The neuronal enzyme CYP7B1 can convert 27-HC to 7α-hydroxy-3-oxo-4-cholesteno-
ic acid (ChA) cleared from the brain into the circulation. Although the BBB is not permeable to plasma cholesterol, BBB 
endothelial cells make possible cholesterol flux across the BBB via ABC transporters and LRP1 and SR.
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by stearoyl-CoA desaturase, an ER enzyme that cata-
lyzes the biosynthesis of monounsaturated fatty acids 
from saturated fatty acids [11]. 

Cytosolic cholesterol esters undergo degradation by 
hydrolyses. The concentration of cholesterol esters in 
the brain is maintained at a low level, and cholesterol 
hydrolase can convert the esters back to unesterified 
cholesterol. When cholesterol ester levels are dramati-
cally raised, the enzyme fails to keep up with the cho-
lesterol influx, allowing cholesterol ester droplets to 
build up in neuronal cytoplasm [1].

Intercellular cholesterol trafficking
The CNS cholesterol is transported to neurons via 
particles containing apolipoproteins (mainly ApoE, 
39 kDa) and lipids. Astrocytes are the major source 
of cholesterol and apolipoprotein E (ApoE), which to-
gether with phospholipids forms lipoprotein complexes 
(ApoE-particles) (Fig. 2). The core of ApoE-particles is 
assembled in the ER, and the lipidation and secretion 
of ApoE are mediated by one or several ATP-binding 
cassette transporters (ABC), such as ABCA1, ABCG1, 
and ABCG4 [19–21]. ABCA1 catalyzes the transfer of 
cellular lipid to lipid-free apolipoproteins to generate 
nascent particles that undergo further lipidation, fol-
lowed by ABCG1/ABCA1-mediated export from the 
cell [22]. Lipid-poor particles (for example, in the case 
of ABCA1 deficiency) show higher degradation rates, 
which leads to reduced ApoE levels in the brain. Mice in 
which ABCA1 has been specifically knocked out in the 
brain demonstrate cortical astrogliosis, increased in-
flammatory gene expression, as well as altered synaptic 
transmission and sensomotor behavior [23].

Lipoproteins are mainly targeted at neurons that are 
taken up by receptors belonging to the family of low-
density lipoproteins (LDL): LDL-receptors and LDL-
receptor-like proteins (LRP, LRP1B, LRP2/megalin, 
LRP4, LRP5/6, LRP8/APOER2, LRP11/SORL1). 
These receptors also bind the proteins involved in brain 
development (Sonic hedgehog, Wnt, reelin), includ-
ing proteases, protease inhibitors (α2

-macroglobulin), 
vitamin transporters, chaperones, and proinflamma-
tory molecules [21]. LRP1 is an important receptor for 
ApoE-particles. It has a high transport capacity for 
ApoE due to the elevated rates of endocytic recycling 
(Fig. 2). LRP1 is primarily expressed in neurons; and 
the LDL-receptor – in glial cells [24]. Ablation of LRP1 
function in neurons leads to global impairment of cho-
lesterol homeostasis and neurodegeneration [25]. Fol-
lowing receptor-mediated endocytosis, vesicles deliver 
lipid particles to late endosomes/lysosomes. Immedi-
ately after endocytosis, ApoE is detached from lipid 
components and is not targeted at lysosomes but re-
cycles back to the plasma membrane (Fig. 2) [26]. The 

liberated cholesterol exits late endosomes/lysosomes 
via NPC1-and NCP2-mediated pathways to reach the 
plasma membrane or the membrane of the ER, where-
by the cholesterol content regulates the genes involved 
in cholesterol homeostasis via negative feedback (the 
SREBP-2/SCAP/INSIG-1 pathway) [16]. Within the 
endolysosome, cholesterol seems to be bound first by 
NPC2 (transmembrane protein), and then by NPC1 (in-
traluminal protein). In the bound state, cholesterol is 
shielded from the aqueous environment, followed by 
intracellular trafficking to the plasma membrane or the 
ER [27].

The interaction between ApoE-particles and recep-
tors triggers multiple signaling networks essential to 
neuron survival and function [20, 21]. For example, 
ApoE upregulation in glial cells can accelerate nerve 
repair by 150-fold [28].

Cholesterol excretion from the brain. Oxysterols
Cholesterol is eliminated at a rate of 1g/day as bile ac-
ids (0.5 g) and cholesterol (0.5 g), as such, or coprosta-
nol, a bacterially modified form. The brain lacks path-
ways for cholesterol degradation. However, cholesterol 
is exported from the brain at a rate of 6–12 mg/day 
(0.02–0.04% of total cholesterol turnover) [1] in the form 
of the brain-specific 24(S)-hydroxycholesterol (24-HC, 
6–8 mg/day). The flux of 24-HC (in brain homogenate, 
30 µM) out of the brain takes place by passing through 
the BBB (via diffusion or the anion transporting poly-
peptide 2, oatp2). Once in the circulation, it binds to 
LDL, is taken up by hepatocytes, and excreted in bile 
salts [7]. A small portion of cholesterol is removed from 
the brain as ApoE/A-particles via the BBB. Neuro-
nal ABCA1 effluxes excess cholesterol to lipid-poor 
ApoA1, which are then transported through the BBB 
via LRP1 and scavenger receptor class B type 1 (SR1B) 
[29]. The upregulation or downregulation of neuronal 
ABCA1 expression can increase or reduce the choles-
terol efflux, respectively [20].

The 24-HC production occurs by the action of cho-
lesterol-24-hydroxylase (CYP46A1), which is normally 
expressed in cell bodies and dendrites of nerve cells 
(large pyramidal cells of cortical areas, hippocampal 
cells, amygdale cells, putamen cells, thalamic cells, 
Purkinje cells) (Fig. 2) [7]. In disease or after trauma, 
CYP46A1 can be detected in non-nerve cells (astro-
cytes, microglia, macrophages) [11]. The brain-derived 
cholesterol metabolite 24-HC (as other oxysterols) 
stimulates the nuclear liver X receptor in astrocytes 
and neuron, inducing the expression of the proteins 
required for cholesterol biosynthesis and transport 
(ABCA1, ApoE). Following on from this, increased cho-
lesterol excretion from the brain activates the mech-
anisms of de novo cholesterol synthesis and supply to 
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neurons. When cholesterol levels in the ER membrane 
rise above a threshold, the expression of CYP46A1 is 
enhanced [1]. Overall, the brain engages in a rhythmic 
process of synthesis and export of cholesterol. Howev-
er, using mice negative for CYP46A1 in the brain (CY-
P46A1 -/-mice, in which 24-HC levels were reduced 
by 95% when compared to 24-HC levels in wild-type 
mice), it was found that cholesterol levels remained 
fairly stable due to a 40–50% reduction in cholesterol 
production [7]. Overexpressing CYP46A1, which pro-
duces larger amounts of 24-HC, left cholesterol levels 
unaffected due to increased cholesterol synthesis [30]. 
The conversion of cholesterol into 24(S)-hydroxycho-
lesterol in neurons is regulated by cholesterol etheri-
fication: therefore, ACAT1 gene ablation that reduces 
total brain cholesterol content by 13% increases 24-HC 
levels by 32% [17].

CYP46A1 can be activated by increased synaptic 
transmission. As early as 30 min after synaptic ac-
tivity, the membrane cholesterol content in the glu-
tamatergic synapse declines marginally but statisti-
cally significantly because of 24-HC release into the 
extracellular space. CYP46A1 moves from the ER to 
the plasma membrane and switches to the activated 
state. The activation depends on increases in cytosolic 
Ca2+ levels and STIM2, which detects changes in Ca2+ 
content stored in the ER [31]. Ageing is associated with 
increased production of reactive oxygen species that 
upregulate CYP46A1 expression, thus depleting cho-
lesterol from synaptic membranes [32]. 

The other oxysterol is 27-HC, one of the major oxys-
terols in human circulation. Human physiological levels 
range typically from 0.15–0.73 µM, but under patho-
logical conditions (e.g., atherosclerosis) they can reach 
millimole levels [33]. All body cells are involved in the 
synthesis of 27-HC, taking place in mitochondria via 
CYP27A1 (Fig. 2). Neurons, astrocytes and oligoden-
drocytes are capable of producing 27-HC, although 
to a very low extent. Clearance of 27-HC out of the 
brain occurs through the BBB [34]. However, 27-HC 
produced in peripheral tissues can gain access to the 
brain (5 mg/day). The normal ratio of 27-HC to 24-
HC is 1 to 8 in the frontal cortex, 1 to 5 in the occipital 
cortex, and 1 to 10 in basal ganglia [35]. Oxysterol-7α-
hydrolase (CYP7B1) catalyzes the conversion of 27-
HC to 7α-hydroxy-3-oxo-4-cholestenoic acid, which 
is eliminated via the BBB [1]. High 27-HC levels have 
been affiliated with hypercholesteremia and oxidative 
stress [34]. Under oxidative stress conditions most brain 
cholesterol is metabolized into 27-HC, building up in 
the brain and increasing the risk of neurodegenerative 
diseases [33].

25-Hydroxycholesterol is a cholesterol metabolite 
that is produced and secreted by macrophages. The 

synthesis is catalyzed by cholesterol-25-hydrolase re-
siding in the ER. In tissues (including nerve cells) the 
expression of the enzyme is upregulated in response to 
innate immunity stimuli. Recent studies have reported 
that 25-HC has an antiviral effect and promotes choles-
terol esterification by increasing ACAT1 activity. The 
brain levels of 25-HC are approximately 1 µM and can 
be locally elevated in neurodegenerative disorders. It 
should be kept in mind that, tracing amounts of 25-HC 
can be synthesized by CYP46A1 and CYP27A1, and 
metabolized by CYP7B1 [36].

CHOLESTEROL PATCHES IN THE BRAIN 

Brief characteristics of lipid rafts 
The plasma membrane organization of nerve cells has 
a more profound effect on cellular functionality than 
that of other cell types. Neurons and, to a lesser ex-
tent, glial cells are highly polarized cells having distinct 
membrane compartments: axon, dendrites, synaptic 
membranes, myelin sheaths, nodes, etc. Even within 
one membrane domain molecules are arranged in mi-
crodomains, termed lipid rafts, enriched in cholesterol 
and sphingolipids. Cholesterol functions as a dynamic 
“glue” that holds the microdomain assembly together 
[37]. Sphingolipids (in particular, glycolipids) are struc-
turally variable, and certain neuron populations and 
glial cells can contain rafts composed of different gly-
colipids. During brain development and neural differ-
entiation, a wide variety of glycolipids are increasingly 
expressed [3]. The impaired synthesis of complex gly-
colipids in neurons causes severe neural and synaptic 
defects, which ultimately ends up with death within 
3 weeks of birth [38]. In general, the lipid composition 
of rafts in the brain varies with the area, cell type, and 
developmental stage. Certain rafts can contain protein 
components (receptors, ion channels, exo- and endo-
cytic proteins, enzymes), which are recruited into lipid 
rafts to form signaling complexes/specialized subcom-
partments [3, 24]. High cholesterol content/raft den-
sity is one of the reasons behind the poor diffusion of 
proteins in synaptic membranes as compared to other 
cell types [39]. When cholesterol and sphingolipids lev-
els are high in the membrane, lipid rafts coalesce into 
larger (micrometer-scale) and more stable raft clusters 
(platforms). Rafts are brought together by oligomeri-
zation of raft proteins by extracellular ligands (for ex-
ample, growth factor) or cytoplasmic scaffolds. Phos-
phorylation increases the number of protein–protein 
interactions, which eventually influences the cluster-
ing. The merger of rafts is essential to membrane trans-
port, signaling, and other cellular processes [3]. 

Rafts are associated with numerous proteins that 
have been implicated as regulators of signal transduc-
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tion, including caveolins. The central segment of caveo-
lin proteins contains the scaffolding domain that binds 
metabotropic receptors, G-proteins, NO-synthase, ad-
enylate cyclase, phosphoinositol-3-kinase, MAP- and 
Src-kinases, protein kinase A and C [40]. In neurons, ca-
veolin 1 is colocalized with the postsynaptic scaffolding 
protein PSD-95 and NMDA glutamate receptors. Ca-
veolin-1 knockout mice exhibit a loss of synapses [41]. 
Cerebral ischemia may disrupt the caveolin-associated 
signaling complexes present in neurons. Elevated ca-
veolin-1 expression leads to an increase in the activity 
of the signaling molecules that encourage the survival 
and growth of brain cells, conferring resistance to isch-
emic damage [40].

Lipid rafts and intrinsically disordered proteins 
Proteins that lack a globular structure have been rec-
ognized and termed intrinsically disordered proteins. 
These proteins are highly abundant in eukaryotic pro-
teomes, known as an unfoldome, and implicated in im-
portant cellular processes, such as signaling and mem-
brane trafficking [42, 43]. The family of intrinsically 
disordered proteins includes α-synuclein, the amyloid 
precursor protein (APP), prion proteins (PrP), hun-
tingtin protein (Htt), and tau protein. The structural 
organization of these proteins depends on the environ-
ment and is highly variable. Under certain conditions 
(overexpression, mutations, disfavored environment) 
α-synuclein, APP, and PrP are prone to acquiring a 
pathologic conformation. It is hypothesized that plas-
ma membranes induce conformational changes of nor-
mal proteins into pathological forms. Once docked on 
the plasma membranes, the proteins are aggregated 
to form toxic oligomers. The amyloid-β peptide (pro-
teolytically processed APP), α-synuclein, and PrP 
recognize specific components localized in lipid rafts, 
thereby further triggering their aberrant clustering 
[44]. The amyloid-β peptide can bind to glycosphingo-
lipids (GM1 ganglioside, GM1 asialo-ganglioside, ga-
lactosyl ceramide) and cholesterol, α-synuclein to GM1 
and GM3 gangliosides, PrP to sphingomyelin, galacto-
syl ceramide, GM1, and GM3 gangliosides [42]. These 
lipid raft components prevail in synaptic membranes 
[45]. The local pH value, cholesterol content, and mem-
brane fluidity influence the strength of the interaction 
and aggregation state (globular or fibrillary), which 
ultimately determines the toxicity of the aggregate. 
Cholesterol increases or reduces the binding to sphin-
golipids containing non-hydroxylated/hydroxylated 
acyl groups. When GM1 ganglioside levels rise and the 
cholesterol and protein content drops in lipid rafts, the 
amyloid-β peptide assembles to form toxic fibrils on the 
plasma membrane, whereas an increase in membrane 
cholesterol concentrations inhibits the aggregation of 

the amyloid-β peptide [46]. Plasma membranes can me-
diate the transition of mature amyloid fibrils (with low 
toxic effects) into neurotoxic protofibrillar forms [47]. 
In other words, amyloid plaques, which contain inert 
plaque filaments, can be resolubilized into less longer 
structures – the soluble amyloid protofibrils. Oligomer-
ized amyloid-β peptides contain a structural domain 
capable of binding to lipid raft-associated receptors 
such as NMDA glutamate receptors, mGluR5 Metabo-
tropic Glutamate Receptor, and PrP. Oligomer binding 
triggers the clustering of specific lipid raft proteins into 
aberrant pathogenic platforms at the synapse [24, 44]. 
Furthermore, intrinsically disordered proteins them-
selves can exert deleterious effects on rafts and mem-
branes, e.g., by depleting membrane cholesterol [42, 43].

CHOLESTEROL AND SYNAPTIC TRANSMISSION
A schematic representation of signal transduction at 
the synapse is illustrated in Fig. 3. The presynaptic 
nerve terminals contain vesicles filled with neurotrans-
mitters. In response to the action potential-driven Ca2+ 
influx, through potential-dependent Ca2+ channels, 
synaptic vesicles fuse with the presynaptic membrane 
(exocytosis), allowing the neurotransmitter to diffuse 
across the synaptic cleft. Following release onto the 
postsynaptic membrane, the neurotransmitter acti-
vates and alters the postsynaptic membrane potential. 
The synaptic transmission is one of the highly ordered 
cell processes. The efficiency of signal transduction lays 
the basis for integrative phenomena and can support 
the survival and function of neurons [37].

Presynaptic mechanisms and cholesterol
The role of cholesterol in presynaptic processes that 
regulate the release of a neurotransmitter is linked to 
the impact on membrane biophysics, the direct interac-
tion with the proteins implicated in exo-and endocyto-
sis, and the contribution to lipid raft formation.

Synaptic vesicle exocytosis induces membrane cur-
vature stress, the extent of which is determined by the 
lipid composition of the membrane. Cholesterol, consti-
tuting 40% of total lipids in synaptic vesicles, serves as 
a scaffold to stabilize the curved membrane domains 
formed during vesicle fission and budding [48]. The ap-
parently fast transbilayer diffusion of cholesterol (flip-
flop) contributes to the relaxation of the bending ener-
gy and formation of fusion pores. Cholesterol promotes 
membrane merging by interacting with vesicular (syn-
aptophysin) and presynaptic (syntaxin-1) proteins [37, 
49]. The exocytic sites and membrane vesicles contain 
cholesterol-enriched lipid rafts [45]. The other constitu-
ents of lipid rafts are key vesicle proteins, such as the 
proton pump, synaptophysins, synaptotagmins, syn-
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Fig. 3. Synaptic transmission: lipid-protein interactions. The neurotransmitter is released from the synaptic vesicles upon 
fusion (exocytosis) with the presynaptic membrane at a specific site (termed active zone) in response to Ca2+ influx via 
potential-gated Ca-channels. The vesicle fusion is governed by proteins forming a SNARE complex (synaptobrevin, syn-
taxin, SNAP-25) and is dictated by numerous cholesterol-binding proteins (synaptotagmin, Munc-18, NCS-1) and signal-
ing molecules (protein kinases, NADPH-oxidase/Nox). After fusion, the protein and lipid components of the vesicles 
undergo clathrin-mediated endocytosis. The vast majority of synaptic vesicles form the reserve pool, which maintains 
neurotransmission during prolonged synaptic activity. These vesicles are translocated into the active zone through an 
actin-and synapsin-dependent pathway. Glutamate released from the synaptic vesicles changes the Na+/Ca2+ conduc-
tivity of the postsynaptic membrane by activating AMPA/NMDA receptors. The surface expression of the postsynaptic 
receptors is dependent on the exo-and endocytotic trafficking of these receptors, which is regulated by small GTPase 
(Rab11) and protein kinase (Cdc42, GSK3β, phosphoinositol-3-kinase/PI-3-K). The receptor-dependent signaling is as-
sociated with many proteins (Src, ERC, Cav-1). As illustrated in Fig.2. Cholesterol molecules and its clusters are shown 
in black, phosphoinositol-4,5-biphosphates (PI-4,5-P

2
,) in red, and cholesterol/PI-4,5-P

2
-binding proteins. See text for a 
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aptophysins, SV2 and presynaptic membrane exocytic 
proteins, such as syntaxin, SNAP-25, synaptobrevin, 
Munc18, and potential-dependent Ca-channels [50]. 
The efficiency of exocytosis depends on the association 
exocytic proteins with the lipid rafts. Syntaxin isoforms 
can cluster into isoform-specific patches in the plasma 
membranes, depending on the cholesterol content that 
define the functional properties of sites where exocy-
tosis occurs [51]. It is likely that membrane fusion steps 
are driven by the merger/separation of certain rafts. 
For example, although potential-dependent Ca-chan-
nels and SNARE-proteins, on the one hand, and NCS-1 
protein (neuronal calcium sensor 1) that increases Ca-
channel activity, on the other hand, localize to differ-
ent microdomains, coalescence of these rafts favors 
exocytosis by clustering the proteins [52]. Ceramidase 
mutants, named ‘slug-a-bed’(slab), exhibit impaired 
cholesterol distribution in the presynaptic membrane 
with strong reduction (by 70% ) in vesicle fusion. Anion 
lipids and phosphatidylinositol 4,5-bisphosphates may 
accumulate in lipids, affecting exocytic proteins and 
membrane reshaping [49]. The oxysterol 5α-cholestan-
3-one disrupts the integrity of lipid rafts at the syn-
apse, inhibits exocytosis, and decreases the number of 
vesicles available for neurotransmission [53]. In gener-
al, even mild cholesterol depletion reduces the evoked 
neurotransmitter release during both low- and high-
frequency activity [54, 55]. Disorders in cholesterol me-
tabolism negatively affect clustering of synaptic vesi-
cles and the ion currents that contribute to the action 
potential [56, 57].

Membrane cholesterol specifically potentiates the 
evoked exocytosis, whereas, conversely, spontaneous 
release of synaptic vesicles is arrested by cholesterol 
[54, 55, 58]. It cannot be ruled out that cholesterol con-
trols spontaneous synaptic vesicle release by prevent-
ing excess both the protein kinase activity (such as A, 
C, CAMK II) and the NADPH-oxidase-ROS-TRPV1-
channel-Ca2+-calcineurin pathway activation [58–60]. 
For this reason, spontaneous exocytosis is sensitive to 
membrane cholesterol reduction, which via enhance-
ment of spontaneous release ultimately depletes 
population of synaptic vesicles, induces neurotrans-
mitter receptor desensitization, and downregulates 
local protein biosynthesis. In addition, changes to the 
membrane cholesterol content increase non-vesicular 
neurotransmitter release at periphery and central 
synapses [61, 62].

Endocytosis of synaptic vesicles. Endocytosis of syn-
aptic vesicles prevents synaptic vesicle pool depletion. 
Following endocytosis, vesicles are refilled with the 
neurotransmitter and recycle. Cholesterol regulates 
membrane invagination during endocytosis [37, 49]. 

Cholesterol-rich membrane domains contribute to the 
activation of endocytic proteins [50]. It is thought that 
the lipid rafts in the vesicular membranes prevent the 
mixing of vesicle proteins with presynaptic proteins to 
maintain proper sorting [45]. Raft phosphoinositides are 
implicated in the triggering of endocytic events and 
clustering of vesicular coat proteins [49]. Even slight 
cholesterol extraction from vesicle membranes blocks 
endocytosis and traps vesicular proteins in the plasma 
membrane [54, 62].

Postsynaptic events and cholesterol 
Changes to the number and content of postsynaptic 
receptors are critical to synaptic plasticity, occurring 
through both lateral diffusion (between postsynaptic 
and extrasynaptic sites) and endo-exocytic traffic of 
these receptors (Fig. 3). Receptor trafficking is regulat-
ed by interaction with scaffold proteins and membrane 
lipid constituents [3]. Receptor activity and down-
stream signal transduction also depend on the mem-
brane cholesterol content. Most postsynaptic receptors 
colocalize with lipid rafts [2, 3, 11, 12]. The postsynap-
tic density is a macromolecular assembly composed 
of the proteins responsible for postsynaptic signaling 
and membrane plasticity, attached to the lipid rafts 
[39, 63]. In this review, we will focus on AMPA- and 
NMDA-glutamate receptors.

Acute cholesterol depletion inhibits both currents 
through AMPA-receptors and AMPA receptor exo-
cytosis [64]. Chronic depletion of cholesterol or sphin-
golipids upregulates constitutive AMPA receptor in-
ternalization [63]. Conversely, there is evidence that 
cholesterol reduction by 25% in naturally aging neurons 
causes accumulation of AMPA receptors on the cell 
surface, due to impaired endocytosis and lateral diffu-
sion. In this scenario, cholesterol loss seems to provoke 
the detachment of MARCKS from membrane phos-
phoinositol-4,5-biphosphates, which are then catalyzed 
by phosphoinositol-3-kinase into phosphoinositol-3,4,5-
triphosphates that stabilize F-actin and increase Akt 
kinase activity. F-actin restricts post-synaptic AMPA-
receptor mobility, and Akt kinase suppresses the glyco-
gen synthase kinase 3β (GSK3β) implicated in AMPA-
receptor endocytotic trafficking [12].

The oligomerization of NMDA-receptors is favored 
by their localization in rafts. Cholesterol depletion in-
hibits Ca2+ influxes via NMDA-receptors, promotes 
their desensitization, and suppresses long-term poten-
tiation in the hippocampus [65]. Conversely, 24-HC al-
losterically potentiates an NMDA receptor-mediated 
response, facilitating long-term potentiation in hip-
pocampal slices. Interestingly, 25-HC (in a submicro-
molar range) counteracts the effect of 24-HC [66]. The 
influx of Ca2+ through NMDA-receptors can drive both 
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synaptic plasticity and cell death (excitatory toxicity), 
depending on the amplitude of Ca2+ influx and recep-
tor colocalization (within or outside rafts, in synaptic 
or extrasynaptic space). NMDA-receptors associated 
with rafts interact with caveolin-1, which is required 
for inducing the Src-kinase/ERK-kinase pathway to 
promote survival in neurons. Hence, their contribution 
to excitory toxicity is minimized. Upon long-term ex-
posure to agonist and ischemia, NMDA-receptors are 
trafficked to the non-raft membrane [67]. Overactiva-
tion of extrasynaptic NMDA-receptors has a profound 
impact on excitatory toxicity [12]. Lipid rafts contain 
the excitatory amino acid transporter EAAT1-4, and 
cholesterol loss reduces Na+-transporter-mediated glu-
tamate uptake by glial cells and neurons [68] to trigger 
excitatory toxicity. Importantly, activated NMDA-re-
ceptors rapidly deplete the intracellular pool of cho-
lesterol (probably, recycling endosomes), thereby ac-
tivating Cdc42- and Rab11-dependent trafficking of 
AMPA-receptors to the postsynaptic membrane. This 
participates in the induction of long-term synaptic po-
tentiation [69].

CHOLESTEROL AND NEURODEGENERATIVE DISORDERS 
A growing body of evidence supports a role for cho-
lesterol biosynthesis defects and impaired synaptic 
transduction in neurodegenerative disorders [2, 11, 12]. 
The importance of cholesterol in the brain has been re-
vealed in many of the less common neurological dis-
orders secondary to mutations in genes for cholester-
ol biosynthesis enzymes. We performed a literature 
search to collect evidence on alterations of cholesterol 
metabolism in CNS disorders associated with mutations 
in the genes implicated in the biosynthesis of cholester-
ol (Smith-Lemli-Opitz syndrome), intracellular traf-
ficking (Niemann–Pick type C disorder), and synthesis 
regulation (Huntington’s disease).

Smith-Lemli-Opitz syndrome
For some diseases, cholesterol metabolism abnormali-
ties are the major cause of neurodegenerative disor-
ders and birth defects. Lathosterolosis is a retardation 
syndrome due to a deficiency in 3β-hydroxysteroid-5-
desaturase, and desmosterolosis is caused by mutations 
in the 3β-hydroxysterol-24-reductase gene. Defective 
cholesterol-27-hydroxylase leads to cerebrotendinous 
xanthomatosis. The Smith-Lemli-Opitz syndrome is 
the most common autosomal recessive disease of this 
type (affects 1 in 20,000 newborns) resulting from mu-
tations in the dhcr7 gene encoding 7-dehydrocholes-
terolreductase (Dhcr7) [70]. Severe forms are deleteri-
ous for fetal development and newborn infant. Dhcr7 
catalyzes the final step in the Kandutsch–Russell cho-
lesterol biosynthetic pathway. A consequence of defec-

tive Dhcr7 is the accumulation of 7-dehydrocholesterol 
(7DHC) in the brain, non-neuronal tissues and plasma, 
and ultimately, cholesterol loss (Fig. 4). In the Smith-
Lemli-Opitz syndrome, 24-HC levels drop and 27-HC 
levels increase in the plasma [71]. This disease involves 
profound brain development abnormalities, intellec-
tual disability, as well as emotional and sleep disorders. 
Patients with severe cases display plasma cholesterol 
concentrations amounting to 2% of the normal range. 
In the mild form, plasma cholesterol levels may remain 
unaffected but that cannot stop brain developmental 
defects, pointing to a role for brain cholesterol in the 
genesis of neurological symptoms [70]. On the other 
hand, these symptoms could result from the accumu-
lation of the Dhcr7 substrate 7,8-dehydrodesmosterol 
and its oxidized derivatives [72]. The teratogenic ac-
tivity in the Smith-Lemli-Opitz syndrome seems to be 
attributed to a deficiency in SHH-signaling, since SHH 
activity (Sonic Hedgehog morphogen) requires a cova-
lent linkage of cholesterol to SHH [70].

In the Smith-Lemli-Opitz syndrome, while choles-
terol shares physicochemical properties with 7-DHC, 
cholesterol is depleted from the membrane and replen-
ished with 7-DHC. These subtle changes in membrane 
composition lead to reduced membrane stiffness and 
lower the ability to stabilize the membrane curvature 
that affect the fussion/fission. 7-DHC can also produce 
defective membrane rafts with abnormal protein in-
terface [73]. A reduced cholesterol availability has a 
negative effect on the signaling functions mediated 
via multiple receptors. Mutant mice with the Smith-
Lemli-Opitz syndrome exhibit an impaired response 
of NMDA-receptors to glutamate [74]. 7-DHC is sensi-
tive to oxygen, generating 7-DHC-derived oxysterols, 
which are active in the low micromolar range [72]. As a 
consequence, endo- and exocytosis could be influenced 
[55]. Ligand binding by serotonin(1A) receptors can be 
suppressed by 7-DHC [75]. In the Smith-Lemli-Opitz 
syndrome, hippocampal axons and dendrites exhibit 
increased activation of Rho GTPases (involved in actin 
cytoskeleton dynamics) due to the altered raft composi-
tions [76]. Another hallmark of the Smith-Lemli-Opitz 
syndrome is increased phosphorylation of cofilin-1, 
which fails to act as an actin depolymerizing factor. Cy-
toskeleton stabilization could indirectly affect endo- and 
exocytosis, as well as trafficking of synaptic vesicles and 
receptors. Taken together, these alterations disrupt the 
release of a neurotransmitter (serotonin, dopamine) and 
ultimately lead to a neurological disease [77].

Niemann–Picktype C disorder
There is clear evidence linking a disordered choles-
terol metabolism to brain neurodegeneration. Nie-
mann–Pick type C is a rare autosomal recessive dis-
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order (affecting 1 in 150,000 newborns) characterized 
by progressive neuronal death and reduced life expec-
tancy, hepatolienomegaly, and lung deficiency. The 
Niemann–Pick type C disease is accompanied by early 
loss of Purkinje cells in the cerebellum, leading to atax-
ia [2]. Mutations in either the NPC1 (95% of cases) or 
the NPC2 (5% of cases) gene render the encoded pro-
teins non-functional (Fig. 5). Defective NPC1 or NPC2 
in neurons and glial cells do not allow cholesterol and 
other lipids (glycolipids, in particular) to exit late endo-
somes/lysosomes and traffic to the plasma membrane 
and the ER [16]. In NPC1-deficient neurons, cholesterol 
is dramatically decreased in distal axons but accumu-
lates in soma of neurons. It is likely that the defects 
seen in the Niemann–Pick type C disorder are caused 
by a reduced cholesterol content in axons: presynaptic 
nerve terminals, in particular. This is consistent with 
the evidence indicating an altered composition and or-
ganization of synaptic vesicles and recycling endosomes 
in nerve terminals with dysfunctional NPC1 [18]. The 
Niemann–Pick type C disorder is accompanied by an 
elevated accumulation of oxysterols, such as 3β,5α,6β-
cholestantriol and 6-ketosterol, in the brain as a result 
of oxidative stress [2].

Neuronal soma degeneration is the final event in the 
pathological cascade of the Niemann–Pick type C dis-
order. At the onset of neurodegeneration, presynaptic 
nerve terminals undergo degeneration, followed by ac-
cumulation of defective NPC1 in recycling endosomes 
[18]. Neurodegeneration seems to originate from nerve 
terminals. At early stages of the disease (prior to neu-
rological abnormalities and synapse losses) presynaptic 
impairments occur in the form of suppression of the 
evoked exocytosis and insufficient delivery of synap-
tic vesicles to exocytic sites [78]. These events are more 
severe in GABAergic nerve terminals, resulting in an 
imbalance of inhibitory and excitatory processes [79]. 
It is tempting to speculate that the alterations affecting 
the synaptic transmision trigger the abnormalities ob-
served in the Niemann–Pick type C disorder manifest-
ed by ataxia, cataplexy, and a loss of reflexes. Similar 
changes in exocytosis of synaptic vesicles occur upon 
extraction of membrane cholesterol with concentrated 
methyl-β-cyclodextrin (MβCD) [78]. Detection of NPC1 
in recycling endosomes of nerve terminals suggests a 
role for NPC1 in the slow vesicle recycling critical to 
the maintenance of synaptic vesicles during prolonged 
synaptic activity [18].

Fig. 4. Altera-
tions in choles-
terol synthesis 
associated with 
the Smith-
Lemli-Opitz 
syndrome: 
an implication 
in synaptic 
dysfunction. 
See text for a 
detailed expla-
nation.
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There is no therapeutic option currently available 
for the treatment of the Niemann–Pick type C disor-
der. However, recent work raises hope for a possible 
intervention. Notably, a single subcutaneous adminis-
tration of the cholesterol-binding agent MβCD to ani-
mals with deleted NPC1 activity delayed the develop-
ment of neurodegeneration and doubled the lifespan 
[80]. Although MβCD cannot cross the BBB, very small 
amounts do pass into the brain. High levels of MβCD 
(5–10 mM), commonly utilized for cholesterol deple-
tion, are toxic to neurons and block synaptic trans-
duction [3]. Low doses of MβCD (0.1 mM) barely effect 
membrane cholesterol and could be taken up in neu-
rons [62]. Endocytosed MβCD seems capable of extract-
ing the sequestered cholesterol from the endosome/
lysosome compartment and translocating it to the ER 
and the plasma membrane. In another study, it was dis-
covered that injecting 2-hydroxypropyl-β-cyclodextrin 
into the cerebrospinal fluid reduces cholesterol accu-
mulation in endo/lysosomes and rescues Purkinje cells 
[16]. Polyrotoxanes, a new class of compounds, have 
been shown to undergo lysosomal degradation to form 
β-cyclodextrines that are capable of preventing ly-
sosomal sequestration of cholesterol [81]. It should be 
kept in mind that they also show neuroprotective activ-
ity in cell and mouse models of Alzheimer’s disease [82].

Neurons with Niemann-Pick Type C demonstrate 
β amyloid peptide accumulation (in cholesterol-laden 
lysosomes) and fibrillar globules of an abnormally hy-
perphosphorylated tau protein. The cerebrospinal fluid 
carries high levels of amyloid β 38, 40, and 42 species. 
Notably, affected individuals lack amyloid plaques, be-
cause the disorder is fatal within the first years of life 
[83]. Diffuse amyloid deposits occur in subjects with the 
ApoE4 allele, which disturbs amyloid β clearance. The 
ApoE4 allele carrier status is associated with increased 
disease severity and early onset of neurological symp-
toms [84].

Huntington’s disease
Huntington’s disease is an autosomal dominant neu-
rodegenerative disease accompanied by cognitive and 
motor dysfunction. Huntington’s disease is caused by a 
genetic defect leading to an expansion of a polygluta-
mine stretch (over 36 residues, polyglutamine expan-
sion) in the target protein, named huntingtin. Striatum 
and cortex neurons are sensitive to the toxic property 
of the mutated protein [85]. Huntington’s disease is as-
sociated with reduced cholesterol synthesis in the brain 
[10]. The mutant protein huntingtin decreases the tran-
scriptional activity of SREBP, downregualting SREBP-
regulated genes and, in turn, the cholesterol biosyn-

Fig. 5. Changes 
in cholesterol 
metabolism in 
Niemann Pick 
disease type 
C: the impact 
on synaptic 
transmission. 
See text for a 
detailed expla-
nation.
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thetic pathway in cortical and striatum neurons (Fig. 6). 
Cholesterol levels are first affected in synaptosomal 
membranes and, at later stages, in myelin sheaths. Ex-
ogenous cholesterol (up to 15 µM) prevents the death 
of striatal neurons carrying the mutant protein [86]. 
There is a strong positive correlation between longer 
polyglutamine stretches and the severity of diseases 
and cholesterol biosynthesis disorder [34]. Huntington’s 
disease rodents show a dramatic age-related decline in 
cholesterol content in brain tissue as compared to age-
matched healthy individuals [86]. Cholesterol levels in 
fibroblasts are reduced by 50%, along with lowered to-
tal plasma cholesterol concentrations, which are de-
tectable early in pre-manifest patients [87]. Conversely, 
24-HC levels are first elevated at the onset of diseases 
and later dropping due to dysfunction of cholesterol 
biosynthesis in degenerating striatal neurons [10]. The 
first increase in 24-HC content could represent a re-
sponse to compensate for cholesterol loss. A further 
decline in 24-HC levels in the brain leads to reduced 
cholesterol synthesis because of downregulation of 
LX-receptors and, correspondingly, LX-receptor-de-
pendent protein expression (ABCA1, ABCG4, ApoE). 
Astrocytes bearing the mutant huntingtin produce 

Fig. 6. Influence 
of the mutant hun-
tingtin on synaptic 
transduction and 
brain cholesterol 
metabolism. See 
text for a detailed 
explanation.
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and secrete less ApoE. Such ApoE-particles are smaller 
in size and lipid-poor, failing both to efficiently trans-
fer cholesterol from astrocytes to neurons and to clear 
cholesterol excess from the brain [86]. LX-receptor 
agonists can partially ameliorate Huntington’s disease 
symptoms [10]. In cholesterol-deficient cells, cholesterol 
and its esters can form patches in plasma membranes 
and lysosomes/endosomes, due to prevention in efflux 
in the form of ApoE-particles and 24-HC. Aberrant 
cholesterol accumulation could be a result of defects 
in caveolin 1 traffic induced by the mutant hunting-
tin[88]. BDNF released by nerve terminals of cortical 
neurons in the striatum is implicated in not only synap-
tic plasticity and cell survival, but also induction of cho-
lesterol synthesis in postsynaptic neurons. The mutant 
huntingtin inhibits cholesterol synthesis by influencing 
trafficking and secretion of BDNF [10].

The intact huntingtin can bind to the nuclear recep-
tors engaged in lipid metabolism such as LX-receptor, 
PPARγ (peroxisome-proliferator-activated receptor 
gamma), and vitamin D receptor [10]. Overexpressed 
wild-type huntingtin activates LX-receptors, whereas 
in the absence of the huntingtin, LX-receptor-mediat-
ed transcription issuppressed . It is likely that mutant 
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huntingtin plays a little or no role in triggering LX-
receptor-dependent networks, including SREBP. In 
oligodendrocytes, mutant huntingtin impairs the abil-
ity of PPARγ CoActivator 1α (PGC1α) to enhance both 
the cholesterol biosynthetic pathways andexpression 
of myelin proteins [89]. In the pre-manifest stage of the 
disease, PGC1α expression is lowered in medium spiny 
neurons of the striatum. This may be one of the reasons 
for mitochondrial dysfunction, since PGC1α underlies 
mitochondrial biogenesis and oxidative metabolism 
and modulates the expression of the genes encoding 
proteins of the electron transport chain [90]. Mitochon-
drial dysfunction causes ATP and NADPH depletion, 
reducing availability of important substrate for cho-
lesterol synthesis. The mutant protein significantly af-
fects the membrane fluidity probably via cholesterol 
loss. Olesoxime, a cholesterol-like compound capable 
of passing into the cells and then trapped in the mito-
chondrial membrane, has been recently shown to exert 
a therapeutic effect in the correction of mitochondrial 
dysfunction in disease models of amyotrophic lateral 
sclerosis, peripheral neuropathies, and Huntington’s 
disease. HD cells exposed to olesoxime showed a de-
crease in membrane fluidity, whereas long-term expo-
sure elevates the cholesterol content [91].

In the pre-manifest stage, exo-endocytic traffick-
ing of synaptic vesicles is perturbed (Fig. 6). The hun-

tingtin protein builds up at the presynapse and binds 
to synaptic vesicles. Huntington’s disease mice show 
abnormal synapsin-1 phosphorylation and progressive 
decline in the concentration of complexin II, SNAP-25, 
and rabphilin 3A in nerve terminals of select areas of 
the cortex [92]. As a consequence, exocytosis is sup-
pressed and the pool of synaptic vesicles is reduced. 
The level of intracellular Ca2+ in terminals is elevated 
due to the attenuation of tonic Ca2+ channel inhibition 
by CSP (cysteine-string protein), modulating N-type 
Ca2+ current, or directly by huntingtin, regulating 
IP3-receptors of ER [93]. There is a group of endocytic 
proteins tightly binding to huntingtin, including HIP1 
(huntingtin interacting protein 1), HIP1R, syndapin I, 
and endophilin. Syndapin I, an endocytic scaffolding 
protein, is eliminated from presynaptic regions, and 
HIP1 becomes dysfunctional and blocks endocytosis. In 
addition, Huntington’s disease is accompanied by de-
fective Rab11-dependent endosomal recycling, causing 
abnormalities in the generation of synaptic vesicles and 
synaptic transmission [94]. 
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ABSTRACT As has been shown previously, phosphite of acycloguanosine (Hp-ACG) exhibits equal efficacy against 
ACV-sensitive and ACV-resistant HSV-1 strains in cell culture. Intraperitoneal administration of Hp-ACG 
to model mice with herpetic encephalitis caused by HSV-1 infection was shown to be effective in protecting 
against death. In the present work, we continue the study of the antiviral efficiency of Hp-ACG against HSV 
administered non-invasively; namely in vivo, orally and in the form of ointment formulations. It has been first 
shown that oral administration of Hp-ACG twice daily for five days prevents systemic infection in mice caused 
by HSV-1. Mortality in the control group of animals was 57%. Administration of  Hp-ACG at doses of 600, 800 
and 1,000 mg/kg per day significantly increased the survival and median day of death of the animals compared 
to the placebo-treated control group. A comparative evaluation of the therapeutic efficacy parameters of poly-
ethylene glycol-based ACV ointment and Hp-ACG ointment was carried out after a 5-day course in the model 
of an experimental cutaneous infection of HSV-1 in guinea pigs. It was found that  Hp-ACG has a significant 
therapeutic effect resulting in a statistically significant reduction in the lesion’s surface area and the amount 
of vesicular structures. The exhibited therapeutic effect of 10%  Hp-ACG in ointment form compares well with 
that of 5% ACG ointment.
KEYWORDS herpes simplex virus, antiviral activity, in vitro, in vivo.
ABBREVIATIONS HSV-1 and HSV-2 – Herpes Simplex virus type 1 and type 2, respectively; TK – thymidine ki-
nase; ACV/ACG – acyclovir/acycloguanosine;  Hp-ACG – phosphite of acycloguanosine; PCV – penciclovir; 
PEG 600 – polyethylene glycol 600; MDD – median day of death; PFA – phosphonoformic acid; CDV– cidofovir; 

CTD50 – 50% cytotoxic dose; CPE – cytopathic effect; ID50 and ID95 – 50% and 95% inhibitory dose; SI – selectivity 
index; i.p. – intraperitoneal.

INTRODUCTION
Infections caused by the herpes simplex virus (HSV) 
are widespread: from 50 to 95% of the world adult pop-
ulation possess antibodies to HSV-1, and 20–30% are 
carriers of HSV-2 by the age of 15–29 years, wherein 
the number of seropositive persons increases with age 
[1, 2]. After the initial infection, herpes viruses estab-
lish a lifelong latent infection with periodic recurrenc-
es. HSV can infect various organs and tissues, leading 
to a variety of clinical manifestations of the infection, 

including skin, the mucosas and eye lesions, and even 
generalized forms with damage to internal organs and 
CNS [3]. Therefore, it is important to have available 
dosage forms both for external use and systemic ad-
ministration for the treatment of herpetic infections 
of various severities and localizations. For this pur-
pose, nucleoside analogs are commonly used in medical 
practice. First of all, these are the known antiherpetic 
agents acyclovir (ACV, ACG, Zovirax, 9-[(2-hydrox-
yethoxy)methyl]-guanine) available either as 5% oint-
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ment, 5% cream or 3% ophthalmic ointment and in the 
form of tablets, 8% suspensions for internal use, ly-
ophilized powder for infusion solution, and lyophilized 
powder for injection solution (GlaxoSmithKline group 
of companies and etc.). Moreover, first-line antiherpetic 
agents include penciclovir (PCV, 1% cream) and meta-
bolic precursors of ACV and PCV: valine ester of ACV 
(Valtrex, tablets with a dosage of 250, 500, and 1000 
mg) and famciclovir (Famvir, film-coated tablets, 125, 
250, and 500 mg dosage forms).

However, herpes viruses develop resistance to these 
drugs. The frequency of isolation of HSV with drug 
resistance in clinical practice depends on the immune 
status and ranges from 0.5% in immunocompetent pa-
tients to 2–36% in immunocompromised patients [4, 5]. 
There are cases when diseases with a severe clinical 
course (herpes pneumonia, meningoencephalitis, ex-
tensive mucocutaneous lesions, etc.), which can lead to 
the death of the patient, were associated with ACV-
resistant HSV variants [6–9].

HSV resistance to ACV is due to mutations in the 
UL23 gene encoding thymidine kinase (TK) and/or 
UL30 encoding DNA polymerase, with which is as-
sociated a mechanism of drug action. The first stage 
of ACV phosphorylation resulting in ACV monophos-
phate formation is catalyzed by viral TK, while the 
next two stages are catalyzed by host cell enzymes. 
ACV triphosphate (the active metabolite of ACV) in-
hibits viral DNA polymerase and, moreover, inhibits 
elongation through the mechanism of termination, be-
ing incorporated in the newly synthesized DNA chain 
[10]. Resistance of HSV clinical isolates to ACV is in 95% 
of the cases due to mutations in the UL23 gene, which, 
as a rule, lead to a loss or significant reduction in TK 
activity (96%). Mutants with altered substrate specific-
ity to TK are much more rarely isolated (4% of all TK 
mutants) [6, 11].

It is important to note that due to the similarity be-
tween the mechanisms of ACV and PCV action, the 
resistance of HSV to these drugs has in most cases an 
overlapping profile, which leads to a reduction in the 
efficiency of the therapy using ACV, PCV or their met-
abolic precursors. Trisodium salt of phosphonoformic 
acid (PFA, foscarnet) is used in such cases in interna-
tional practice [12, 13]. In addition, there is a positive 
experience of using CDV (cidofovir, Vistide) in the most 
severe cases when PFA also turned out to be ineffec-
tive [14]. These drugs are in most cases equally effec-
tive in inhibition of the reproduction of HSV variants 
both sensitive and resistant to ACV and PCV. Unfortu-
nately, PFA and CDV are highly toxic and their use is 
prohibited in Russia. HSV mutants that share cross-re-
sistance to ACV/PCV and PFA and/or CDV have been 
also described [15–17]. Therefore, the development of 

agents effective against HSV and preventing a recur-
rence of the disease is highly relevant.

Phosphite of acycloguanosine (Hp-ACG, phospho-
nate of 9-[(2-hydroxyethoxy)methyl]-guanine) is an 
H-phosphonate derivative of ACG. We have shown 
earlier in an HSV-1 model that  Hp-ACG exhibits anti-
viral activity both in vitro (Vero E6 cell culture) and in 
vivo (i.p. administration in infected mice). The drug is 
active not only against the HSV-1/L2 

reference strain, 
but also against the ACV-resistant laboratory strain 
HSV-1/L

2
/R and resistant clinical isolates of HSV-1 

(Avd and Sha), which have epidemic value [18–21]. 
Thus, Hp-ACG may be of interest to practical medi-
cine as a drug that effectively suppresses the infection 
caused by ACV-sensitive and -resistant variants of 
HSV-1.

In the present study, we have determined the ef-
ficiency of orally administered  Hp-ACG in mice with 
a generalized herpes infection, as well as conducted a 
comparative study of the ointment formulation of  Hp-
ACG and ACV for the development of drugs for the 
treatment of a cutaneous herpes infection.

EXPERIMENTAL SECTION

Compounds
Hp-ACG was synthesized at the V.A. Engelhardt In-
stitute of Molecular Biology, RAS. ACV (9-[(2-hy-
droxyethoxy)methyl]-guanine) (GlaxoSmithKline, 
USA/UK) was used as a reference drug. 

Viruses and cells
HSV-1/L

2 
strain from the State Collection of viruses 

at the D.I. Ivanovsky Institute of Virology was used in 
this study. A line of Vero E6 cells (African Green Mon-
key Kidney Cells) was kindly provided by A.M. Buten-
ko (D.I. Ivanovsky Institute of Virology, Ministry of 
Healthcare of the Russian Federation).

Animals
Agouti guinea pigs of 250 g weight (males) and BALB/c 
white mice weighing 8–9 g (males) were obtained from 
the nursery Stolbovaya Branch of the Russian Acad-
emy of Medical Sciences (Moskovskaya oblast, Chek-
hovskiy rayon, Stolbovaya pos.). The animals were 
healthy, and they had a veterinary certificate of qual-
ity and health. All procedures were carried out strict-
ly in full compliance with the requirements stated in 
Rules of Work with the Use of Experimental Animals 
№ 755 dated 08/12/1977.

Cytotoxicity
Cytotoxicity was evaluated in accordance with the con-
ventional trypan blue exclusion method of cell stain-



76 | ACTA NATURAE |   VOL. 8  № 1 (28)  2016

RESEARCH ARTICLES

ing [20, 21]. CTD
50

 was considered to be the substance 
concentration which ensured the death of 50% the cells 
after 72 h of incubation.

Antiviral activity
The antiviral activity of the compounds in vitro was 
assessed using the micromethod by their ability to pro-
tect infected cells from death by preventing the de-
velopment of a virus-induced CPE in accordance with 
the method designed by De Clercq E. et al. [22] as we 
have previously described [20, 21]. A monolayer Vero 
E6 cell culture grown in plastic 96-well plates (Linbro, 
Flow laboratories, UK) was infected at a multiplicity of 
0.1 PFU/cell; the duration of incubation was 48 hours 
at 370C. In the control viral CPE was developed to 95–
100%: i.e., it covered the entire monolayer of cells. Effi-
cacy of the agent was quantitatively expressed as ID

50
 

and ID
95

, concentrations of the compound that inhibit 
the development of virus-induced CPE by 50% and al-
most completely, respectively.

Antiherpetic activity
Antiherpetic activity of the compounds was studied 
on an experimental model of mice with a generalized 
infection. HSV-1/L

2
 adapted to mouse brain was used. 

Infectious material was introduced i.p. in a volume of 
200 µl at a dose provoking the death of 95 or 50% of 
the animals in the infected, untreated control group. 
The infecting dose is specified for each experiment 
separately. The animals received the studied com-
pounds dissolved in  thrice-distilled water or saline i.p. 
or orally in a volume of 0.2 ml. Single doses of the com-
pounds and the number of animals in the group are 
specified separately for each experiment. The com-
pounds were administered twice daily for 5 days, and 
the first administration was 1 h after infection. The 
observation period was 21 days. The effectiveness of 
the drugs was evaluated based on their ability to pro-
tect the animals from death (survival rate compared 
to infected, untreated control group) and an increase 
in the MDD. For a maximum MDD has been accepted 
as 21 days (observation period).

A total of 96 h after infection, when infectious titer 
reached a maximum value in the brain of the infected 
animals, three mice from each group were sacrificed. 
Brain and lungs were isolated and homogenized in 
Dounce homogenizer at a temperature of 40C, and a 
10% suspension was prepared in saline, centrifuged at 
5,000 rev/min and 40C for 10 min. Infectious titer of the 
virus was determined in the supernatant by plaque for-
mation by titration in cell culture as described below. 
The efficacy of the drug was assessed by a reduction 
in infectious virus titer values in organ material from 
animals of the experimental group receiving the drug 

compared to the control (infected but not treated ani-
mals).

In order to assess drug efficacy in an experimental 
cutaneous infection [23], viral material was applied 
with its subsequent rubbing on the scarified after de-
pilation of skin areas of the guinea pigs of about 5 cm2. 
Viral titer was 7.87 lg PFU/ml.

At 48 h after inoculation with HSV slight redness ap-
peared on the infected surface , followed by treatment 
initiated with the application of ointment twice daily 
for 5 days. PEG 600 was used as a base for the prepara-
tion of the ointment.

Infectious virus titer
The value of infectious virus titer in vesicle fluid was 
determined by plaque formation assay as described 
below. Vesicular fluid intake was conducted 4 days 
after infection. Infectious virus titer was determined 
by plaque assay. The 24-hour culture of cells grown 
in 24-well plastic plates (Costar, USA) was infected 
with 10-fold dilutions of the virus. After 1 h, the cell 
monolayer was washed from non-adsorbed virus with 
saline, a coating medium (2 ml/well) was added, and 
the cells were incubated at 370C in 5% CO

2 
atmosphere. 

The overlay consisted of Eagle’s and 199 mediums (pro-
duced at the M.P. Chumakov Institute of Poliomyelitis 
and Viral Encephalitis RAMS, Russia) mixed at a ratio 
of 1 : 1 with 5% fetal bovine serum and 0.4% agarose 
(Sigma, USA). After 48 h, the overlay was removed, the 
infected cultures were fixed with 10% neutral forma-
lin, stained with a 0.5% gentian violet solution, and the 
plaque number was counted [24].

Infectious titer T was calculated using the formula

T = Number of plaques per well × Dilution factor 
                                  lnoculum volume

and expressed as lg PFU/ml, where PFU is the plaque 
forming unit.

RESULTS AND DISCUSSION
We have shown that Hp-ACG is equally effective in 
the selective inhibition of the reproduction of both 
ACV-sensitive and -resistant HSV strains, including 
laboratory strain HSV-1/L

2
/R and the clinical isolates 

Avd and Sha, which circulate in the human population 
and now are among the most frequent TK-negative/
deficient phenotypes in clinical practice [18, 19]. The 
corresponding data are shown in Table 1.

The results obtained in vitro were confirmed in ex-
periments in vivo on a model of experimental HSV 
infection in BALB/c white mice. Since the infection 
caused by the ACV-resistant HSV-1/L

2
/R variant was 

not lethal, the efficiency of  Hp-ACG in i.p. adminis-
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tration was evaluated based on the influence on viral 
accumulation in the brain of the animals. It was demon-
strated that the introduction of  Hp-ACG (450 mg/kg, 
twice per day) led to a decrease of virus titer of 1.30 lg 
PFU/ml (from 3.31 ± 0.16 to 2.01 ± 0.11) of day 4. This 
result was close to the effect of  Hp-ACG in similar con-
ditions on the model of HSV-1 reference strain: virus 
titer decreased from 5.49 ± 0.25 to 4.01 ± 0.16 lg (mor-
tality in the control in the latter case was 92.5%, mortal-
ity decreased to 67.5% in the experimental group, and  
MDD increased from 4.90 ± 0.75 to 10.25 ± 1.20) [18].

We have established a mechanism of resistance 
formation in HSV-1/L

2
/R, Avd, and Sha strains. 

HSV-1/L
2
/R and Sha strains contain mutations in the 

UL23 gene, which lead to R220H substitution in TK 
and, as a result, to a loss of enzyme activity. Such an 
enzyme is incapable of catalyzing the first step of ACV 
phosphorylation required for its conversion into active 
metabolite ACV triphosphate, which is capable of in-
corporating into a newly synthesized viral DNA chain 
and aborting its elongation through the mechanism of 
termination. Deletion deltaT66 was found in the UL23 
gene of the Avd strain located in close vicinity to the 
ATP-binding site of the enzyme (amino acid residues 
51–63), which may cause a decrease in ACV phosphor-
ylation efficiency [20, 25]. The obtained results confirm 
that all the ACV-resistant HSV strains included in the 
study exhibit a TK-deficient phenotype and allow one 
to suggest that mutations in the nucleoside binding site 
and ATP-binding center do not substantially affect the 
metabolic conversions of  Hp-ACG to monophosphate 
of ACV, which, like ACV, is further converted into  di- 
and triphosphate of ACV. However, this conversion 
likely occurs through an alternative pathway by pass-
ing the stage of  degradation of Hp-ACG to ACV [21].

The development of herpes encephalitis is known 
to be the cause of death in animals with a generalized 
herpes infection, and in order to exhibit antiviral ac-
tivity, the drug has to overcome the blood-brain bar-
rier and enter the brain of the infected animals. Ap-
parently, i.p. introduction of  Hp-ACG  results in a 
concentration of the drug into the animal brain that 
can effectively inhibit virus reproduction. However, 
the bioavailability of drugs upon per os administration 
is lower than in the case of i.p. or intravenous admin-
istration and the drug dosage should be increased in 
order to preserve its antiviral efficacy. For example, 
the bioavailability of ACV when administered orally 
does not exceed 10–20%. The maximum concentration 
of ACV in blood serum upon per os administration of 
200 mg of the drug is 0.4–0.8 µg/ml. Intravenous ad-
ministration of a standard dose (5 mg/kg, three times 
a day) provides a significantly greater concentration 
of ACV in serum; about 9.8 mg/ml [26]. In a series of 
cases, oral administration fails to be effective. For in-
stance, because of the extremely low bioavailability of 
CDV upon per os administration (< 5%), the drug is ad-
ministered only intravenously [27]. The bioavailability 
of PCV upon oral administration is also very low: 5% 
[28]. In this regard, PCV is used only in the form of its 
metabolic precursor, famciclovir, for oral administra-
tion. Structural modifications allow one to increase the 
absolute bioavailability of PCV from famciclovir up to 
77% after a single oral administration [29].

Therefore, having continued the logical develop-
ment of the research we conducted on the antiherpetic 
activity of  Hp-ACG in vitro and in vivo [18, 19], we 
studied the ability of  Hp-ACG to protect mice with an 
experimental generalized infection caused by HSV-1 
from death upon oral administration.

Table 1. Antiviral activity of  Hp-ACG and ACV in a Vero E6 cell culture [18, 19]

Compound Characteristic
Virus

HSV-1/L
2

HSV-1/L
2
/R Avd Sha

 Hp-ACG

ID
50

, µg/ml 15.6 31.25 31.25 31.25

ID
95

, µg/ml 31.25 62.5 250 62.5

 SI > 64 > 32 > 32 > 32

ACV

ID
50

, µg/ml 0.39 > 400 3.9 12.5

ID
95

, µg/ml 1.56 > 400 31.25 50

 SI > 1026 > 1 > 102 > 32

Note. HSV-1/L
2 
– reference virus strain; HSV-1/L

2
/R – laboratory virus strain highly resistant to ACV; Avd and Sha – 

ACV-resistant clinical isolates of HSV-1. Multiplicity of infection – 0.1 PFU/cell. Duration of incubation – 48 h. The 
results of two independent experiments are presented. CTD

50 
for ACV and Hp-ACG equal > 400 and > 1000 µg/ml, 

respectively. SI was calculated as the ratio of CTD
50

 to ID
50

.
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The pathogenicity of ACV-resistant HSV variants 
containing mutations in the TK gene is known to be de-
fined by their phenotype, since it depends on the level 
of TK activity. Experiments on laboratory animals have 
shown that TK-negative and TK-deficient strains usu-
ally exhibit a substantially reduced virulence or are 
avirulent; i.e., incapable of causing lethal infection in 
laboratory animals and manifesting as zosteriform [30, 
31]. As it has been noted, the ACV-resistant strains of 
HSV-1/L

2
/R, Avd and Sha used in a previous series of 

experiments belong specifically to the TK-negative or 
TK-deficient phenotypes: therefore, we further infect-
ed animals with an initial parent strain HSV-1/L

2
 with 

unchanged drug sensitivity. We would like to empha-
size that the ability of TK-deficient and TK-negative 
strains to cause severe clinical forms of a herpes infec-
tion is caused by their natural heterogeneity. The pres-
ence of TK-positive virus particles capable of synthe-
sizing functionally active TK in a population allows one 
to compensate for the lack or a low level of TK activity 
of ACV-resistant viral particles [6, 32].

The infected animals in experimental groups re-
ceived  Hp-ACG as a triple-distilled water solution as 
described in Experimental Section. Single doses of  Hp-
ACG were chosen based on the data on drug efficacy 
upon i.p. administration in the model of experimental 
infection in mice caused by HSV-1: the ability of  Hp-
ACG to protect infected animals from death was 3–4 
times lower compared to ACV [18].

The results presented in Table 2 demonstrate that  
Hp-ACG administered orally is effective in protecting 
animals from death under the proposed experimental 
conditions. The protective effect is of pronounced dose-
dependent nature: an increase in the  Hp-ACG dose 
leads to increased survival rates and  MDD of animals, 

which is due to the inhibition of viral replication in the 
brain of infected animals. However, the efficiency of  
Hp-ACG upon oral administration was lower than in 
the case of i.p. administration with almost equal animal 
mortality in the control groups. Thus, at 57% mortal-
ity in the control group, 29 out of 40 animals receiving 
the drug per os at a dosage of 300 mg/kg died. The ef-
ficacy of  Hp-ACG upon i.p. administration at the same 
single dose and pattern was significantly higher: only 
one mouse died out of 40. Mortality in the control group 
in this case was 60% [19].

Reduction in  efficiency of Hp-ACG and ACV upon 
oral administration (twice daily for 5 days) in compari-
son with i.p. introduction in the same manner was ap-
proximately the same in both cases: oral efficacy of 
ACV was 3–4 times lower than i.p. Thus, in accordance 
with our data, the protective effect of ACV upon i.p. 
administration at a single dose of 25 mg/kg was 30% 
and the increase in MDD was 5.2 days with 65% mortal-
ity in the control group [33], which is well comparable 
with the efficiency values of ACV administered in mice 
per os at a dose of 100 mg/kg (Table 2).

It is important to underline the fact that the efficacy 
of  Hp-ACG upon oral administration at a single dose 
of 300 mg/kg is well comparable with ACV efficiency 
at a single dose of 100 mg/kg administered in the same 
manner and under the same experimental conditions. 
Protection of the animals from death in the latter case 
was 21.67%, the increase in  MDD was 3.7 days, and the 
reduction in viral titer in the brain was 0.73 lg.

A comparison of these data with the results shown 
in Table 1 indicates that the difference in the efficacy 
values of  Hp-ACG and ACV in a generalized model of 
HSV infection was less significant than in in vitro ex-
periments. It is possible that structural modification of 

Table 2. Influence of orally administered  Hp-ACG on the survival rate of BALB/c mice (8.41 ± 0.31 g) infected with 
HSV-1/L

2

Compound Route of administration 
and dose of the drug

No. of survivors/ 
total no. animals 

in the group

Mortality,  
%

Protection, 
%

MDD
days

Yield of virus in 
brain, lg PFU/ml

–(virus control) – 26/60 56.67 ± 3.33 – 11.35 ± 1.11 4.18 ± 0.18

 Hp-ACG 300 mg/kg × 2 times 
daily/5 days 29/40 27.50 ± 2.50 29.17 16.40 ± 1.15 3.06 ± 0.12

 Hp-ACG 400 mg/kg × 2 times 
daily/5 days 33/40 17.50 ± 2.50 39.17 18.13 ± 1.00 2.56 ± 0.05

 Hp-ACG 500 mg/kg × 2 times 
daily/5 days 37/40 7.50 ± 2.50 49.17 19.78 ± 0.69 2.03 ± 0.15

ACV 100 mg/kg × 2 times 
daily/5 days 14/40 35 ± 0 21.67 15.05 ± 1.30 3.45 ± 0.05

Note. The infectious doseis 4 × 106 PFU/mouse (titer of virus-containing material 7.30 lg PFU/ml). The results of two 
independent experiments are presented.
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the ACV molecule (incorporation of a H-phosphonate 
group) leads to a change in the pharmacokinetic pa-
rameters of the drug; for example, it increases its bio-
availability upon oral administration.

The antiviral effect of  Hp-ACG at a single dose of 
500 mg/kg administered orally was close to the effect 
of  Hp-ACG at a dose of 300 mg/kg upon i.p. introduc-
tion (three mice out of 40 died). The values of  MDD 
and decrease in virus titer in the brain were also com-
parable (the difference in MDD from the control group 
was 9.64 and 8.43 days, and the decrease in virus titer 
was 3.47 and 2.15 lg PFU/ml upon i.p. and oral admin-
istration, respectively). Thus, we can conclude that the 
antiherpetic efficacy of  Hp-ACG administered orally is 
reduced by less than 2-fold compared to i.p. administra-
tion. Since oral administration is more convenient and 
painless and does not require qualified medical person-
nel, the obtained results may be of practical interest.

The most common forms of herpes infection are le-
sions of the skin and  mucosas, which do not affect in-
ternal organs and the CNS. For example, a recurrence of 
orofacial herpes (herpes labialis) is observed in 15–45% 
of the adult population [34]. Since herpetic lesions in 
most cases affect limited areas, the systemic adminis-
tration of antiherpetic drugs may be counterproductive. 
Optimal dosage forms in this case are ointments, creams, 
and gels for topical application. In case of effective drug 
penetration through the skin, this method not only en-
sures a selective influence directly on the damaged tis-
sues, but also provides therapeutic concentration of the 
antiviral agent at the site of the infection when used in 
much lower doses than upon systemic administration. 
Consequently, the toxic effect of the drug on the organ-
ism is lower, the risk of unwanted side effects is mini-
mized, and, which is also important, the cost of the ther-
apy is also lower. Therefore, we considered appropriate 
to examine the effectiveness of  Hp-ACG in an ointment 
formulation in the next stage of the research.

Since an experimental cutaneous HSV infection in 
guinea pigs is caused by the same virus as in humans, 
and its manifestations are similar to the clinical course 
of a cutaneous HSV infection in humans, we used the 
same model for the examination of the compounds for 
antiherpetic activity.

The safety of skin applications of 5% and 10%  Hp-
ACG ointments and PEG 600, which served as the oint-
ment base in our experiments, was first evaluated in 
intact guinea pigs. Ointments were applied on depilated 
areas of the skin twice daily for 5 days. There was no 
redness or ulceration of the skin at the site of ointment 
application, change in animal behavior, or loss of ap-
petite.

In order to evaluate the efficacy of the ointment 
formulation of  Hp-ACG, the animals were infected as 

previously described in detail in [35] and stated in Ex-
perimental section. We used the culture HSV-1/L2

 virus, 
which is less neurovirulent than fresh clinical isolates, 
or a laboratory virus passaged through a mouse brain in 
order to prevent the development of a generalized infec-
tion leading to the death of the animal from encephalitis.

Since accurate calculation of the drug dosage for lo-
cal use is not possible, the tested ointments were ap-
plied in a thin layer directly on to the affected skin 
areas. Placebo ointment, vehile consisting of PEG-600 
without the drug, was applied in the control under the 
same conditions.

Visual assessment of the clinical manifestations of the 
experimental infection was evaluated daily. The for-
mation of local lesions typical of a herpes infection was 
found in the control group on the 3rd day (72 hours after 
infection): bullous rash (vesicles) of 2 mm both grouped 
and single. After another 24 hours (day 4 of infection), 
the intensity of the lesions reached its maximum and 
then gradual drying of herpetic vesicles took place with 
crust formation. After 7–8 days of virus inoculation, the 
reverse process took place (crust rejection). On day 12, a 
complete reepithelialization was observed.

A significant reduction in the severity of the clinical 
symptoms of infection, as well as reduction in the time 
of treatment under the action of the studied substance 
in comparison with the control, was used for a quanti-
tative characterization of the compound’s activity. The 
corresponding results are reported in Table 3.

In the case of usage of an ointment of  Hp-ACG (5%), 
the average area of lesions in the experiment was 5.76% 
lower than in the control (P < 0.05 when evaluated us-
ing Student’s t-test) after 2 days (4 days after virus 
inoculation), while the number of herpetic sores was 
95.55% compared to the control (P < 0.3). The term of 
the start of the reverse process and cure (complete re-
epithelialization) was decreased by 1 day compared to 
the control when using a 5%  Hp-ACG ointment.

The therapeutic effect of  Hp-ACG was more pro-
nounced when used as a 10% ointment and also well 
comparable to the effect of a 5% ACV ointment. A 
milder clinical course of infection was observed in both 
cases during the entire period of observation, which 
was expressed as a decrease in the number of vesicular 
structures and reduced lesion surface area. The differ-
ence between the values obtained in the experimental 
and control group was statistically significant (P < 0.05 
using Student’s t-test). The reverse process and cure 
of the guinea pigs occurred 1 day earlier than in the 
control group.

The data presented in Table 3 demonstrate that, in 
all cases, the use of an ointment pharmaceutical form 
did not lead to a significant reduction in infectious virus 
titer in vesicular fluid. Therefore, it would be wrong to 
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assume that the ability of  Hp-ACG to inhibit the devel-
opment of a cutaneous herpes infection in guinea pigs 
caused by a HSV-1/L

2 
reference strain is due to the in-

hibition of viral replication at the site of the infection. 
However, the obtained results are in good agreement 
with the published data on the influence of ACV upon 
local administration on infectious titer of HSV under 
similar experimental conditions. At the same time, a 
statistically significant decrease in the number of her-
petic vesicular formations and a reduction in the lesion 
surface area were noted [36–38]. Apparently, the effect 
of  Hp-ACG upon local administration has a primarily 
preventive character, which is expressed in a preven-
tion of the formation of herpetic sores upon drug ap-
plication during the prodromal phase at the stage of the 
appearance of a slight redness but not in the inhibition 
of virus replication in already-formed vesicles.

CONCLUSION
Thus, our study of the therapeutic efficacy of  Hp-ACG 
action in in vivo experiments revealed that  Hp-ACG 
effectively influences a generalized and cutaneous in-
fection caused by HSV-1upon per os administration or 
as an ointment pharmaceutical form. Despite the fact 
that this compound is inferior to ACV (the concentra-
tion of  Hp-ACG must be increased 2-fold in order to 
achieve a comparable therapeutic effect), it can inhibit 
the reproduction of ACV-resistant virus variants, as 
we have shown in experiments in vitro and in vivo. 
This makes possible the use of  Hp-ACG when ACV is 
no longer effective. 

This work was supported by RFBR Grant  
№ 14-04-00198.

Table 3. Comparison of the therapeutic effect of the ointment formulation of  Hp-ACG and ACV an in experimental mod-
el of a cutaneous herpetic infection in guinea pigs caused by HSV-1/L

2

Compound
Compound 

concentration 
in ointment, %

Total Lesion  area Number of herpetic sores
Virus titer in 

vesicular fluid,  
lg PFU/ml

Start of 
reverse 
process, 

days

Complete 
reepithelial-

ization,
days

S
mean

, cm2
Decrease 

compared to 
control, %

n
mean 

Decrease 
compared  

to control, %

– (control) 0 4.62 ± 0.08 – 11.25 ± 0.49 – 4.11 ± 0.10 
(3.78–4.54) 7–8 12

Hp-ACG
5 4.36 ± 0.07 5.76 10.75 ± 0.31 4.44 4.00 ± 0.08 

(3.60–4.38) 6 11

10 4.22 ± 0.07 8.60 10.00 ± 0.27 11.11 3.85 ± 0.11 
(3.54–4.40) 6 11

ACV 5 4.30 ± 0.18 6.95 10.00 ± 0.38 11.11 3.89 ± 0.15 
(3.40–4.48) 6 11

Note.The ointment was applied twice daily for 5 days. The first application was 48 hours after infection when a slight 
redness appeared. The results were registered 4 days after infection. Virus titer in vesicular fluid was determined after 4 
days of inoculation when the clinical severity of herpetic manifestations reached their maximum value in the control. The 
results of two independent experiments are presented.
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INTRODUCTION
Noopept (ethyl ester of N-phenylacetyl-L-prolylgly-
cine) was designed as a drug at State Zakusov Institute 
of Pharmacology. The synthesis of the drug is based 
on the original hypothesis of peptide design, accord-
ing to which structures similar to known psychotropic 
agents are reproduced using appropriate amino acids 
[1]. The non-peptide prototype of Noopept is the noot-
ropic drug Piracetam. The pharmacological activity of 
the new compound turned out to be generally similar 
to the activity of Piracetam; but, it manifestes itself at 
doses 1,000 times lower than those for Piracetam [2, 3]. 
Moreover, Noopept has more pronounced anxiolytic [4] 
and neuroprotective properties [5–7].

A clinical study of Noopept (registration number 
015770) confirmed the nootropic effects established 

experimentally. In patients with mild cognitive impair-
ment of cerebrovascular and post-traumatic origin, 
the drug decreased cognitive impairment, showed an 
anxiolytic effect, and vegetostabilizing activity (www.
noopept.ru).

The mechanism of Noopept action has been studied 
since its synthesis. It has been established that the drug 
increases the expression of NGF and BDNF in the hip-
pocampus [8], exhibits choline-positive properties at 
behavioral and neuronal levels [9], reduces oxidative 
stress and enhances the activity of antioxidant sys-
tems [7, 10], and represses kinases pSAPK/JNK and 
pERK1 induced by stress [11]. However, the study of 
the primary interactions of Noopept with more than 
100 known receptors conducted according to our pro-
tocol by the CEREP company (France) did not lead to 

ABSTRACT This study was performed in order to reveal the effect of Noopept (ethyl ester of N-phenylacetyl-L-
prolylglycine, GVS-111) on the DNA-binding activity of transcriptional factors (TF) in HEK293 cells transiently 
transfected with luciferase reporter constructs containing sequences for CREB, NFAT, NF-κB, p53, STAT1, GAS, 
VDR, HSF1, and HIF-1. Noopept (10 µM) was shown to increase the DNA-binding activity of HIF-1 only, while 
lacking the ability to affect that of CREB, NFAT, NF-κB, p53, STAT1, GAS, VDR, and HSF1. Noopept provoked 
an additional increase in the DNA-binding activity of HIF-1 when applied in conditions of CoCl2-induced HIF-
1 stabilization. The degree of this HIF-positive effect of Noopept was shown to be concentration-dependent. 
Piracetam (1 mM) failed to affect significantly any of the TF under study. The results of molecular docking 
showed that Noopept (L-isomer), as well as its metabolite, L-isomer of N-phenyl-acetylprolyl, unlike its pharma-
cologically ineffective D-isomer, is able to bind to the active site of prolyl hydroxylase 2. Taking into account the 
important role of the genes activated by HIF-1 in the formation of an adaptive response to hypoxia, data on the 
ability of Noopept to provoke a selective increase in the DNA-binding activity of HIF-1 explain the wide spec-
trum of neurochemical and pharmacological effects of Noopept revealed before. The obtained data allow one to 
propose the HIF-positive effect as the primary mechanism of the activity of this Pro-Gly-containing dipeptide.
KEYWORDS Noopept, transcriptional factors, HIF-1, hypoxia, HIF-prolyl hydroxylase 2, docking, neuroprotection.
ABBREVIATIONS CREB – cAMP responsive element-binding protein; NFAT – nuclear factor of activated T-cells; 
NF-κB - nuclear factor kappa-light-chain-enhancer of activated B-cells; STAT1 - signal transducer and acti-
vator of transcription; GAS – interferon-γ-activated sequence; VDR – vitamin D3 receptor; HSF1 – heat shock 
transcriptional factor 1; HIF-1 – hypoxia-inducible factor 1.
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the expected identification of the primary targets. At 
the same time, the wide range of the neurochemical 
and pharmacological effects of Noopept prompted the 
further search for its targets.

In order to obtain more exhaustive information on 
the targets of Noopept, we analyzed in vitro the in-
fluence of the drug on the DNA-binding activity of 
pharmacologically significant biological targets, the 
transcription factors (TF) CREB, NFAT, NF-κB, p53, 
STAT1, GAS, VDR, HSF1, and HIF-1. Having identi-
fied the selective influence of Noopept on HIF-1, we 
examined the effect of the drug on the activity of this 
transcription factor under conditions mimicking the 
hypoxia in vitro.

EXPERIMENTAL

Cell culturing
A HEK 293 cell line (human embryonic kidney cells; 
Russian Collection of Cell Cultures, Institute of Cytol-
ogy, RAS, St. Petersburg) was used in the study. The 
cells were cultured at 37°C, 5% CO

2
 in DMEM medium 

(Biolot, Russia) with 10% fetal bovine serum (Sigma, 
USA), 2 mM L-glutamine, 50 µg/ml gentamycin sul-
fate, and 2.5 µg/ml amphotericin B (PanEco, Russia).

The influence of Noopept on the DNA-binding activ-
ity of transcription factors was examined using lucif-
erase reporter constructs containing binding sites for 
CREB, NFAT, NF-κB, p53, STAT1, GAS, VDR, HSF1, 
and HIF-1 according to [12].

For transfection, HEK293 cells were seeded 
(4 × 103 cells/per well) in 96-well plates in 100 µl of a 
DMEM medium containing 10% fetal bovine serum 
and 2 mM L-glutamine without an antibiotic. Reporter 
vector constructs containing binding sites for the tran-
scription factors CREB, NFAT, NF-κB, p53, STAT1, 
GAS, VDR, HSF1, and HIF-1 were obtained on the 
basis of the pTL-Luc plasmid vector (Panomics, USA; 
carries the Photinus pyralis luciferase gene) [13]. The 
HEK293 cells were transiently transfected with the 
constructs using the Lipofectamine 2000 reagent (In-
vitrogen, USA) according to the manufacturer’s rec-
ommendations. The medium was replaced with a me-
dium containing an antibiotic (DMEM, 10% fetal bovine 
serum, 2 mM L-glutamine, 50 µg/ml gentamicin sul-
fate) 6 hours after transfection, and the studied drugs 
(Noopept 10 µM; Piracetam, 1 mM) were added after 
18 h. The cells were incubated in the presence of either 
Noopept or Piracetam for another 24 hours. Lucifer-
ase activity in cell lysates was determined using a Dual 
Luciferase Reporter Assay System (Promega, USA) on 
the plate reader 2300 EnSpire® Multimode Plate Read-
er (Perkin Elmer, USA). Co-transfection with plasmid 
pRL-TK (Promega, USA) encoding the Renilla renifor-

mis luciferase gene was used as an internal control for 
transfection. The values of the P. pyralis luminescence 
were normalized to the luminescence of R. reniformis 
in each measurement.

Experimental simulation of hypoxia was per-
formed using CoCl2

, as pharmacological inducer of 
hypoxia, causing stabilization of HIF-1 [14]. The lu-
ciferase construct for the analysis of HIF-1 activity 
contains four copies of a consensus sequence 5’-AC-
GTG-3’, an HIF-1 protein-binding site (HIF-1-Luc 
construct). The cells transfected with the plasmid 
vector HIF-1-Luc were preincubated with Noopept 
for 8 hours (final concentrations 1, 10, and 100 µM; 
double administration every 4 hours), then the hy-
poxia inductor CoCl

2
 was added at a working con-

centration of 50 µM, and combined incubation with 
Noopept and CoCl

2
 proceeded for an additional 16 

hours. After that, luciferase activity was determined 
as described above.

Statistical analysis
The arithmetic mean of the values obtained for two re-
peats in each experiment in a series of three independ-
ent experiments and the standard error of the mean 
value were calculated using the Statistica 6.1 software 
(StatSoft Inc., USA). Experimental groups were com-
pared using a paired Student’s t-test for dependent 
samples.

Molecular docking
The three-dimensional structure of the target pro-
tein prolyl hydroxylase 2 (PHD2; hypoxia-inducible 
factor-L-proline, 2-oxoglutarate: oxygen oxidoreduc-
tase, [1.14.11.29]; PDB code: 2G19) in a complex with 
the native inhibitor (ZINC code: 24800213; IC

50
 1.4 µM) 

was used for construction and validation of the docking 
model [15, 16]. Noopept and its D-enantiomer (ZINC 
codes: 1542824 and 3812682, respectively), Noopept 
metabolite L-N-phenylacetyl-proline (ZINC code: 
76075), and stereoisomers of the previously described 
[31] prolyl hydroxylase inhibitor (PA2L and PA2D) 
(Table) were considered as ligands. The geometrical 
parameters of the majority of the molecules were ex-
tracted from the ZINC database [17] or modeled using 
the ChemCraft v1.7 software [18] and optimized by the 
HF/6-311G(d,p) method on the GAUSSIAN 09 C.01 
software [19]. Preparation of target and ligand struc-
tures for docking, as well as docking, was performed 
using the LeadIT 2.1.8 software [20]. All quantum 
chemical calculations were performed on a cluster su-
percomputer at the Ufa Institute of Chemistry, RAS. 

The surrounding area of the native inhibitor (ZINC: 
24800213) with adjacent amino acid residues is 6.5 Å 
and contains Arg383, Tyr310, Tyr303 and Fe2+. Analysis 
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of the 2G19 enzyme active center showed that Arg383 
and Tyr329 form hydrogen bonds with the carboxyl 
group of the ZINC 24800213 native inhibitor; Tyr310 
and Tyr303 form a π–π electron interaction with the 
aromatic rings of the ligand. The amino acid residues 
Trp389, Trp258, Met299, and Ile256 form a hydropho-
bic pocket (Fig. 1). All water molecules were removed 
from the active center during preparation of the en-
zyme structure for the docking procedure. Re-docking 
of the native ligand into the PHD2 enzyme active site 
accurately reproduces the mode of binding between 
the ligand and enzyme that has been determined crys-
tallographically. The root-mean-square deviation is 
0.44 Å. The subprogram FlexX [21] allows to perform 
the procedure of ligand docking (Table) and estimate 
the energy of binding between the ligand and receptor 
in the active site. The number of docking decisions can 
be large enough, and the choice of an optimal solution 
is based on the minimum value of the binding energy 

in combination with a minimum root-mean-square de-
viation (RMSD) value when the ligand is in the binding 
site. Next, the selected position is subjected to further 
calculation: assessment of the affinity energy between 
the ligand and binding site (∆GHYDE

, kJ/mol) and evalu-
ation of ligand effectiveness [22, 23]. A detailed algo-
rithm of the calculation is described in [22]. It is noted 
that it is optimal to use two successive stages of the se-
lection of the leader compound among the ligands.

RESULTS AND DISCUSSION
The data presented in Fig. 2A indicate that incubation 
with Noopept at a concentration of 10 µM for 24 hours 
enhances the DNA-binding activity of HIF-1 by 43% 
and does not caused any statistically significant chang-
es in the DNA-binding activity of the factors CREB, 
NFAT, NF-κB, p53, STAT1, GAS, VDR, and HSF1. As 
follows from the data presented in Fig. 3, Noopept at 
concentrations of 10 and 100 µM increases the level of 

In silico estimation of the energies of interaction between ligand and receptor 

Ligand code Ligand structure ∆G
FlexX

,
kJ/mol1 RMSD2 ∆G

HYDE
,

kJ/mol 3 LE4

ZINC24800213 -31.8 0.42 -63 0.79 (H)

ZINC1542824_L -17.0 0.48 -44 0.45
(HA)

ZINC3812682_D -17.5 1.10 -42 0.42
(HA)

ZINC76075_L -24.1 0.47 -38 0.53
(H)

PA2_L -27.2 0.55 -49 0.55
(H)

PA2_D -28.2 0.73 -41 0.47
(HA)

1∆G
FlexX

 – free binding energy, kJ/mol.
2RMSD – root-mean square deviation of ligand position in active site.
3∆G

HYDE
 – affinity energy between ligand and binding site, kJ/mol.

4LE – ligand efficiency (LE = |∆G
HYDE

|/N [22, 23], where N – number of heavy, i.e. not hydrogen atoms), where ligand 
efficiency can be evaluated as H – high efficiency, HA – higher than average efficiency [22].
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luciferase induction. It was shown that Piracetam at 
either an equimolar (10 µM, data not shown) or higher 
concentration (1 µM) does not cause statistically signifi-
cant changes in the DNA-binding activity of the stud-
ied transcription factors (Fig. 2B).

The next stage of the study included the analysis 
of the influence of Noopept on the DNA-binding ac-
tivity of HIF-1 in the presence of a pharmacological 
mimetic of hypoxia CoCl

2
. In full accordance with the 

well known data conserning CoCl
2
 action, an increase 

in HIF-1 activity was observed. Addition of Noopept 
at concentrations of 10 and 100 µM resulted in a fur-
ther increase in HIF-1-dependent luciferase activity 
(Fig. 3). Thus, it has been established for the first time 
that Noopept is able to increase both the basal activity 

of HIF-1 and the activity induced by a pharmacological 
mimetic of hypoxia in vitro.

The factor induced by hypoxia (HIF-1) is a heterodi-
mer composed of two subunits: a HIF-1α subunit sen-
sitive to oxygen and constitutively expressed HIF-1β. 
Hypoxia promotes an increase in the HIF-1α level, its 
dimeriation with HIF-1β, mobilization of coactiva-
tors (p300/CBP), and binding of this complex to HRE 
(hypoxia-response element) in the regulatory regions 
of target genes. In normoxic conditions, oxygen-de-
pendent hydroxylation of proline residues in the HIF-
1α molecule by prolyl hydroxylases is necessary for 
binding by the component of ubiquitin-protein ligase 
E3, von Hippel-Lindau (VHL) protein. Ubiquitinated 
HIF-1α becomes a target for degradation by 26S pro-
teasomes. The asparagine residue at the C-terminal 
transactivation domain (C-TAD) of HIF-1α is hydrox-
ylated by asparagin hydroxylase (FIH1, factor inhibit-
ing HIF-1) in the presence of oxygen, thereby block-
ing its interaction with the transcriptional coactivator 
p300/CBP. Thus, PHD and FIH inactivate HIF-1α in 
normoxia, suppressing HIF-1-dependent expression 
of the target genes. PHD and FIH activity decreases 
under conditions of hypoxia, leading to a decrease in 
HIF-1α degradation and transcriptional activation of 
its dependent genes [24]. It has been shown [25] that 
HIF-1 activates a total of up to 100 genes. Figure 4 
presents the main targets of HIF-1, which include the 
genes involved in angiogenesis through activation of 
the vascular endothelial growth factor, enhanced syn-
thesis of erythropoietin, activation of the systems of 
glucose transport through membranes, cytoprotection 
by neurotrophic factors, normalization of cell cycle and 

Fig. 1. Analysis of the active site of prolyl hydroxylase 
enzyme 2. A – active center occupied by “native” ligand. 
B – interaction between inhibitor and amino acid residues 
of the enzyme (docking solution)
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Fig. 2. Effect of Noopept, 10 µM (A), and piracetam, 1 mM (B), on the basal DNA-binding activity of the transcriptional 
factors NF-κB, NFAT, STAT1, HIF-1, p53, CREB, GAS, VDR, and HSF1 in vitro. The statistical significance of the differ-
ences was assessed using a paired Student’s t-test for dependent samples (n = 3, *p < 0.05)
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metabolism at the mitochondrial level, as well as the 
activity of antioxidant enzymes: superoxide dismutase 
and catalase. The combination of these effects allows 
the implementation of an adaptive response to hypoxic 
exposure. Alongside with this, HIF-1 affects the state 
of many neurotransmitter systems: it activates the pro-
tein responsible for control of GABA receptors (GAB-
ARBP) [26] and increases tyrosine hydroxylase activity 
[27]. The close relation between HIF-1 and cholinergic 
receptors has been described [28].

As shown in our study, Noopept causes a concentra-
tion-dependent increase in the basal DNA-binding ac-
tivity of HIF-1. Upon stabilization of HIF-1 with CoCl

2
, 

a chemical inducer of this transcription factor [29, 30], 
Noopept provides an additional increase in the HIF-1 
DNA-binding activity. The effect on HIF-1 is specific 
for Noopept: the classical nootropic drug Piracetam 
does not affect the activity of this transcription factor. 
Noopept enhances the DNA-binding activity of HIF-1 
alone, while the activity of other transcription factors 
(CREB, NFAT, NF-κB, p53, STAT1, GAS, VDR and 
HSF1) is not increased. Since prolyl hydroxylase is di-
rectly involved in HIF-1 deactivation, and proline ana-
logs are described as effective inhibitors of this enzyme 
[31], it can be assumed that the increase in the DNA-
binding activity of HIF-1 by Noopept is associated with 
the inhibition of this enzyme.

The comparison of the structures of prolyl hydroxy-
lase inhibitors presented by Ma et al. [31] with that of 
Noopept and its metabolites suggests a similarity be-
tween the PA2 (benzyloxycarbonyl-Pro) compound 
and an N-terminal fragment of the Noopept molecule, 
N-phenylacetyl-Pro (Table) [32, 33]. It should be noted 

that the range of concentrations at which PA2 inhibits 
prolyl hydroxylase (Ki 

= 2.38 µM, EC
50

 = 3.17 µM) [31] 
is close to the level of effective concentrations for Noo-
pept identified in the present study.

According to the results of the molecular docking, 
Noopept and L-isomer of N-phenylacetyl-Pro binds to 
the active site of prolyl hydroxylase at a level of effi-
ciency comparable with that of RA2L L-isomer (Table). 
The qualitative effectiveness of the ligand is estimated 
as high. L- stereoisomer of N-phenylacetyl-Pro forms 
hydrogen bonds with Arg383 and Tyr329 in the active 
site of the enzyme, and the PA2L molecule is coordi-
nated by oxygens around the Fe atom (Fig. 5). It should 
be underlined that the pharmacologically inactive D-
isomer of Noopept has a lower binding energy. Thus, 
it can be assumed that Noopept and its metabolite, L-
isomer of N- phenylacetyl-Pro, may bind to the active 
site of prolyl hydroxylase 2 and, probably, inhibit its 
enzymatic activity. Apparently, the final conclusion re-
quires further experimental study of the effect of Noo-
pept and its metabolite on the activity of prolyl hydrox-
ylase. Possible interaction of Noopept with asparagine 
hydroxylase also requires additional studies.

Returning to the question of the interaction between 
Noopept and HIF-1 while lacking that for Piracetam, it 
should be noted that Noopept is designed as a dipeptide 
analogue of Piracetam. However, the effective doses of 
Noopept are three times lower than that of Piracetam 
[2]. The new drug and its non-peptide prototype dem-
onstrate different spectrum of pharmacological activ-
ity. Thus, Noopept facilitated all phases of information 
processing, while Piracetam influenced mainly initial 
phases [1]. Noopept exhibited pronounced neuroprotec-

Fig. 3. The effect of Noo-
pept on the basal and 
induced activity of HIF-1. 
“Control” group – values of 
the basal activity of HIF-1 in 
unstimulated cells; “CoCl

2
” 

group – HIF-1 activity values 
in CoCl

2
-stimulated cells. 

The data are presented as 
arithmetic mean ± standard 
error of the mean (n = 3; 
*p < 0.05 with respect to 
“control” group; #p < 0.05 
with respect to “CoCl

2
” 

group)
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tive properties, whereas in Piracetam they, depending 
on the estimated parameter, were mild [7, 34] or absent 
[35]. From a pharmacological position, such differences 
must be based on the specificity of the mechanism of 
action, which includes the effect of Noopept interaction 
with HIF-1 identified by us.

Regardless of the details of this interaction, it is im-
portant that this Pro-containing dipeptide enhances 
HIF-1 activity. It is known that activation of the HIF 
system is now regarded as one of the main mechanisms 
of neuroprotection during hypoxia, cerebral ischemia, 
and neurodegenerative diseases [24, 36]. During many 

years of study, these states have been defined as phar-
macological targets for Noopept action on a broad spec-
trum of relevant experimental models.

Following the ability of Noopept to increase animal 
survival in hyperbaric hypoxia [37] detected at the 
beginning of the study of this dipeptide, it has been 
shown that it reduces the volume of ischemic brain 
damage in circulatory hypoxia models: for example, 
cortical photochemically induced thrombosis [6] and 
ligation of the middle artery [5]. The ability of Noopept 
to attenuate the severity of oxidative stress was estab-
lished in neuronal cultures of various types: granular 

Cytoprotection by 
neurotrophins

Erythropoiesis

Angiogenesis

Activation  
of glucose  

transporters

Energy metabolism  
in mitochondria

Activation  
of antioxidant 

enzymes

Hypoxia-induced factor 
(HIF-1)

Fig. 4. Hypoxia-induced factor HIF-1 and its targets. Modified according to [24]

Fig. 5. Results of molec-
ular docking: location of 
ligands in the active site 
of prolyl hydroxylase (hy-
drogen bonds are shown 
in dashed line)
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cerebellar cells [35], cortical neuron culture of aborted 
fetuses with diagnosed Down syndrome [7], PC12 cul-
ture [38], SH-SY5Y culture [39], and in vivo experi-
ments on brain tissue and rat plasma [40]. The ability 
to enhance superoxide dismutase and catalase activity 
was shown both in the experiment [10] and in clinical 
conditions [34].

The ability of Noopept not only to eliminate the mani-
festations of cognitive deficit [41], but to exert also a 
neuroprotective effect was shown in models of Alzheim-
er’s disease: it attenuated the disturbance of oxidative 
processes and calcium homeostasis, enhanced neurogen-
esis, prevented the tau protein aggregation caused by a 
fragment of β-amyloid

25-35 
[ 38], and eliminated NGF and 

BDNF deficit caused by diabetogenic toxin streptozoto-
cin administration into brain ventricles [42]. Noopept is 
capable of reducing the cytotoxic effect of aggregated 
α-synuclein in a cell model of Parkinson’s disease [39]. 
All these numerous effects can be explained by the acti-
vation of the HIF-1 transcription factor.

In the past years, we have shown that Noopept has 
an antidiabetic effect on the streptozotocin model of 
diabetes [43]. This fact was interpreted by us as a re-
sult of the multifactorial metabolic action of the drug: 
attenuation of the deficit in the antioxidant systems 
and neurotrophic factors and increased production of 
pro-inflammatory cytokines typical of diabetes [44]. 
The results obtained in the present study have drawn 
our attention to the data on the role of HIF-1 in the de-
velopment of pathological processes in diabetes melli-
tus. For instance, the ability of insulin to disrupt HIF-1 
formation and the role of this factor deficiency in the 
development of diabetes type 1 and 2 and its complica-
tions have been reported [45]. The impaired function 
of the glucose transport system GLUT1 and GLUT3 
through cellular barriers observed in HIF-1 deficiency 
promotes the development of insulin resistance in both 

Alzheimer’s disease and diabetes mellitus [46]. The 
involvement of HIF-1 in the expression of incretins, 
important factors of pancreatic β-cell cytoprotection, 
has been proved [47]. A summary of these data allows 
to suggest that the HIF-1-positive effect of Noopept 
participates in the realization of its anti-diabetic effect, 
including the newly identified one by us ability to in-
crease the level of incretin, a glucagon-like peptide-1 
(GLP-1) [44].

CONCLUSION
The data obtained on the ability of the effective noo-
tropic and neuroprotective drug Noopept to cause an 
increase in the DNA-binding activity of HIF-1 allow 
one to advance a novel interpretation of the wide spec-
trum of its action: namely, assume that the HIF-1-posi-
tive effect of the drug can be considered as the primary 
mechanism of its action. Clarification of the molecular 
mechanisms underlying the HIF-1-positive action of 
Noopept certainly requires further investigation; but 
the presence of this effect definitely has a significant 
value, since it allows one to explain almost all known 
to date effects of Noopept and, probably, the effects of 
other biologically active Pro-Gly peptides. These data 
provide additional evidence for current concepts of the 
importance of the components of the HIF-1-dependent 
signaling pathway and the compensation processes ac-
tivated by this transcription factor in the mechanisms 
of neuroprotection. 
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tion of imprinting, etc. The fundamental properties of 
CTCF allow it to act as a transcription factor, an insula-
tor protein, and as a component of boundary elements 
distributed throughout the genome, which can recruit 
various factors that appear in response to different in-
ternal and external signals [5, 6]. Previously, several 
CTCF-binding sites were identified in chicken alpha-
globin locus. First of all, the M9 and C10–C14 sites lo-
cated in sequences with insulator functions which bind 
to CTCF in erythroid and non-erythroid cells [7], and 
a CTCF-dependent silencer (CDS [8]) which binds to 
CTCF in HD3 and 6C2 erythroid cells. In addition, the 
ChIP-seq techique allowed researchers to identify sev-
eral CTCF-binding sites in the erythrocytes of five- 
and ten-day chick embryos (referred to herein as 5d1–
5d3, 10d1–10d3 [9]). One of these sites, 5d1/10d2, may 
be involved in the switching-on of the globin genes ac-
tivity in development [10].

In this work, we have undertaken a systematic 
search for potential CTCF-binding sites in the chicken 
alpha-globin domain and its flanking regions using a 
two-dimensional electrophoretic mobility shift assay 

ABSTRACT A systematic search for DNA fragments containing potential CTCF transcription factor binding sites 
in the chicken alpha-globin domain and its flanking regions was performed by means of the two-dimension 
electrophoretic mobility shift assay. For the alpha-globin domain fragments selected, the occupancy by the CTCF 
in erythroid and lymphoid chicken cells was tested by chromatin immunoprecipitation. Only one of 13 DNA 
fragments capable of CTCF binding in vitro was efficiently bound to this protein in vivo in erythroid cells, and 
somewhat less efficiently – in lymphoid cells. So, binding of CTCF to the DNA fragment in vitro in most cases 
does not mean that this fragment will be occupied by CTCF in the cell nucleus. Yet, CTCF binding in vivo, as a 
rule, is accompanied by the binding of the protein to this DNA region in vitro. During the erythroid differentia-
tion, no significant changes in CTCF binding to the DNA fragments studied were detected.
KEYWORDS globin genes, transcription factor CTCF, erythroid differentiation
ABBREVIATIONS EMSA – Electrophoretic Mobility Shift Assay; PBS –Phosphate Buffered Saline; AEBSF - 
4-(2-AminoEthyl) BenzeneSulfonyl Fluoride; ChIP – Chromatin ImmunoPrecipitation; ChIP-seq – Chromatin 
ImmunoPrecipitation with the subsequent mass sequencing. 

INTRODUCTION
In chicken, alpha-globin encoding genes HBZ, HBAD, 
and HBAA are located in the alpha-globin domain on 
chromosome 14. The chicken alpha-globin domain be-
longs to a class of open domains which have certain in-
herent peculiarities; it is located in a gene-rich region, 
is sensitive to nucleases in all types of cells, and is rep-
licated in the early S-phase of the cell cycle. The clus-
ter of alpha-globin genes is flanked by housekeeping 
genes, which are actively transcribed in all studied cell 
types [1]. The major regulatory element (MRE) of the 
domain is located approximately 20 kbp upstream from 
the globin genes [2] and contains an erythroid-specific 
promoter of  whole domain transcript [3]. The enhancer 
and silencer active in chicken erythroblasts are found 
near the 3’-end of  the HBAA gene. In erythroid differ-
entiation, the acetylation status of histone H4 changes 
in the entire domain [4]. 

The CTCF transcription factor is thought to partici-
pate in various gene regulatory networks, including 
transcription activation and repression, formation of 
independently functioning chromatin domains, regula-
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(2D-EMSA) developed by us earlier [11, 12]. Chromatin 
immunoprecipitation and real-time PCR analysis were 
used for further identification of fragments that are 
occupied by CTCF in erythroid and non-erythroid cells 
among the selected fragments. 

MATERIALS AND METHODS

Cell cultures
The chicken erythroblasts line HD3, transformed by 
the avian erythroblastosis virus (clone A6, line LSCC, 
[13]), and the chicken B-lymphoid DT40 cell line (CRL-
2111), were grown in a DMEM/F12 (1:1) medium (In-
vitrogen) supplemented with 2% chicken and 8% fetal 
calf serum at 37°C and 5% CO

2
. For DT40 cultivation, 

the medium was further supplemented with 2-mer-
captoethanol to a concentration of 50 µM. Terminal 
erythroid differentiation of HD3 cells was induced by 
incubation of the cells for 12 hours in the presence of 
20 µM of a iso-H-7 protein kinase inhibitor (1-(5-iso-
quinolinylsulfonyl)-3-methylpiperazine dihydrochlo-
ride, Sigma-Aldrich) at pH 8.0 and 42°C in 100% air 
atmosphere as described previously [14]. Benzidine 
staining was used to control cells differentiation [15]. 
1 µL of a 30% H

2
O

2
 solution was added to 25 µl of a 0.4% 

(w/v) benzidine solution (Sigma) in 4% acetic acid, the 
resulting solution was mixed with 25 µl of the cell sus-
pension, incubated for 10 min, and a light microscope 
was used to identify benzidine-positive cells stained 
with a dark blue color. Hemoglobin-containing (benzi-
dine-positive) cells accounted for 21% of the cells after 
12 hours of incubation. Under these conditions, the al-
pha-globin gene transcriptional level is close to its max-
imum but continues to increase [16].

CTCF protein and antibodies
The full-length chicken CTCF protein, containing a 
polyhistidine (6 × His) sequence, was synthesized in 
COS-1 cells and partially purified by the method de-
scribed previously [17]. Rabbit polyclonal antibodies to 
a fragment of chicken CTCF (residues 86–233) were 
prepared according to [17, 18].

Construction of the alpha-globin 
locus short fragments library
DNA of CH261-75C12 clone of bacterial artificial chro-
mosome (BAC, obtained from CHORI BACPAC Re-
source Center, https://bacpac.chori.org) containing a 
227,366 bp chicken alpha-globin locus insert was puri-
fied using a Plasmid Midi Kit (Qiagen) and treated with 
Plasmid-Safe ATP-Dependent DNase (Epicentre) ac-
cording to the manufacturers’ recommendations.

The library of short fragments was obtained essen-
tially according to [19]. Two BAC DNA samples were 

digested with either Sau3AI or Csp6I (Fermentas), and 
ACTGAGGTCGACTATCCATGAACA library primer 
was attached to the sticky ends. The obtained sub-li-
braries were amplified by PCR (21–24 cycles) using the 
same primer and a Encyclo PCR kit (Evrogen) in the 
presence of 1.5 M betaine and 5% dimethyl sulfoxide as 
follows: 95°C, 30 sec; 55°C, 30 sec; 72°C, 90 sec. The sub-
libraries were combined and purified using a QIAquick 
PCR Purification Kit (Qiagen).

PCR amplification of the M9, CDS, and HBAD frag-
ments with the obtained libraries as templates was 
performed using an Encyclo PCR kit (Evrogen) in the 
presence of 1.5 M betaine, and 5% dimethyl sulfoxide. 
The following pairs of primers were used: TCAG-
GAAGAAAGAATGGGAAA and CCTGCGTTT-
TAGCTGATTGG for M9; TCCCAGCACCTCGCAGT-
GCA and GCACAAGGCTCAAAGGTGAGACA for 
CDS; CCCAGACCAAGACCTACTTCC and GCTGAG-
GTTGTCCACGTTCTT for HBAD. 

Starting with the 24th PCR cycle, 2.5 µL aliquots 
were taken from the reaction mixture every three cy-
cles and analyzed in 1% agarose gel.

Electrophoretic mobility shift assay (EMSA)
The selected fragments 1–13 were amplified on a plas-
mid DNA template, isolated from the corresponding 
clones of the arrayed library, for 10 cycles (94°C, 30 sec; 
60°C, 30 sec; 72°C, 90 sec) using the library primer. 
Next, an aliquot of the reaction mixture was used for 
PCR radiolabelling according to [12]. For electropho-
retic mobility shift assay ~5 ng (30000–50000 cpm) of 
the labeled DNA fragment were mixed with 1 µg of 
poly(dI-dC), 1–2 µg (as protein) of a nuclear or cyto-
plasmic extract or 2 µL of a purified CTCF protein solu-
tion in 20 µl of a final volume of 12 mM HEPES-KOH 
pH 7.9, 12% glycerol, 60 mM KCl, 0.3 mM EDTA, and 
0.6 mM DTT. 4.5 ug of anti-CTCF antibodies or 3 µg of 
monoclonal antibodies to poly-histidine (Sigma, H1029) 
were added for the supershift assay. The mixture was 
incubated for 20 min at room temperature, resolved 
in 5–7.5% polyacrylamide gel prepared with a 50 mM 
Tris-borate buffer, pH 8.3, 0.5 mM EDTA, and autora-
diographed for 16–40 hours. 

A two-dimensional electrophoretic mobility shift as-
say (2D-EMSA) was performed as described previously 
[12] with minor modifications. PCR amplification was 
done in the presence of 1.5 M betaine and 5% dimethyl 
sulfoxide using the Encyclo PCR kit (Evrogen). 10 µL of 
the protein fraction containing ca. 0.5 pmol CTCF was 
used for the first round of two-dimensional EMSA, 
and 1 µL of the same fraction was used for the second 
round. The resulting library of CTCF-binding DNA 
fragments was cloned into pGEM-T plasmid (Promega) 
and arrayed in 96-well plates. A total of 230 clones were 
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sequenced and mapped on the Gallus gallus genome 
(galGal4). 

Chromatin immunoprecipitation (ChIP)
Chromatin immunoprecipitation was performed ac-
cording to the previously described method [20]. Ap-
proximately 3 × 107 exponentially growing (for DT40 
and HD3) or collected 12 hours after the initiation of 
induction (for induced HD3) were fixed with 1% (v) of 
formaldehyde in 60 mL of a DMEM/F12 medium (1:1) 
for 8 min. The cells were pelleted by centrifugation for 
4 min at 700 g and 4°C, washed with PBS, containing 
1 mM AEBSF and a 1 µL/mL protease inhibitor cock-
tail (Sigma, P8340), re-pelleted, re-suspended in 200 µL 
of 50 mM Tris-HCl pH 8.0, 1% SDS, 10 mM EDTA and 
incubated for 10 min on ice for lysis. The cells were 
then sonicated using a Cole-Parmer CP750 processor 
(30% amplitude, 30 3-sec cycles with 10-sec intervals). 
Cell debris were removed in a microcentrifuge (10 min, 
13,000 rpm, 4°C), the supernatant was diluted 10 times 
with 16.7 mM Tris-HCl pH 8.0, 16.7 mM NaCl, 1.2 mM 
EDTA, 1% Triton X-100, 0.01% SDS, 1 mM PMSF and 
the 1 µL/mL protease inhibitor cocktail. At this stage, 
an input control aliquot was withdrawn. Cell lysate 
was purified from nonspecifically bound proteins by 
pre-incubation with protein-A-agarose (Invitrogen) 
and then incubated with 2 µg of polyclonal antibodies 
to CTCF or control rabbit polyclonal antibodies to thau-
matin (kindly provided by E.A. Stukacheva) overnight 
at 4°C and constant stirring. DNA-protein complexes 
were collected on protein-A-agarose, washed and elut-
ed from the vehicle with elution buffer (1% SDS, 0.1 M 
NaHCO3

, 2 x 15 min) at room temperature. NaCl was 
added to the solution to a concentration of 0.2 M, fol-
lowed by RNase A and proteinase K, and the mixture 
was incubated at 65°C for 4 hours to reverse the cross-
links. DNA was extracted twice with a phenol-chloro-
form mixture and precipitated with ethanol overnight 
at 4°C in the presence of 20 µg glycogen as a carrier. 
The DNA fragments were collected by centrifugation, 
dissolved in water, and analyzed using quantitative re-
al-time PCR on a MX3000P thermocycler (Stratagene) 
and qPCRmix-HS SYBR reaction mixture (“Evrogen”) 
in a volume of 25 µl for 40 cycles: 95°C, 30 sec; 61–65°C 
(for different primers), 30 sec; and 72°C, 60 sec. The ef-
ficiency of PCR was calculated using the LinRegPCR 
software [21]. 

A fragment of a chicken lysozyme gene F1 silenc-
er [22] and a fragment of the promoter region of the 
chicken MYC gene [23] were used as positive controls 
for quantitative PCR. A CTCF non-binding enhancer 
fragment from the chicken beta-globin locus [8] and 
a fragment of the alpha-D-globin (HBAD) exon gene 
were used as negative controls. DNA fragments were 

amplified on the chicken genomic DNA template us-
ing the following primers: CAGCACAGTTCTGGC-
TATGAAA and CCTCAGCTGGGGTCAATAAGT 
(lysozyme gene silencer); AAGCAGCGAGGAGC-
GCCCTTT and TACTACAAGGAGAGGTCGGAAGT 
(MYC gene promoter); GGGCAGGTTGCAGATAAA-
CA and TAACCCCCTCTCTTCCCTCA (enhancer from 
beta-globin locus); CCCAGACCAAGACCTACTTCC 
and GCTGAGGTTGTCCACGTTCTT (HBAD 
gene exon); TGTGGTCATCCATGTCCTCAATC 
a n d  G G A A G C T T T T T G C C A A G G A G A A  f o r 
1 0 d 1 ;  G C T C T T C C T C A C C C A G G T T T C T  a n d 
CATCCAGCCCTCTCCAAACA (10d2,  8,  and 
5d1);  TGACCCATCTTGCAATGGATACT and 
GTTTGGGAACTCTCTCTCCATCC (10d3); ATAG-
GACTTCCCTGCTTCCATCT and GTTGGAGT-
GTTGTGGTCTTCTCC (5d2); GTGAGGAGAGGGC-
GAAGTTTATT and GCTCCCTGAGCTCCTCACCT 
(5d3); ATAACTTGGCACGCAAACTAGCA and 
T T T G G A A A G T G C T G T G G G T A A A G  ( f r a g -
ment 1); TTCTACACTTGTCCCTCCTTTTCA and 
C C T A T T T T G T G G C T G C A T T C T T C  ( f r a g -
ment  2) ;  GGAGCTCAGCAGGCAGAAACTA 
and GCTAAGGCAAAGGCTCTGTTGT (frag-
ment  3) ;  CTCTGCATTGCTGTGTGTGTTTT 
and ATGGTGGTTATCTCAGGGGTTTT (frag-
ment 4); GGTACGTTCTCAGTGCCCAAAC and 
C C A C C T G C A G A C C T A A C C T G T C  ( f r a g -
m e n t  5 ) ;  C A G C T C T T C T G G C T C A T T T G T C T 
and ATCTCCCTTTCAGTCCCCTTCTC (frag-
ment 6); TTTCACCCCAGAAGTTCATGCT and 
CCCAGTGTGGAAGCCATTTATC (fragment 
7) ;  CATGGGCAGCAAACACACAG and TC-
CATTTCCAGCGGTTCTTATC (fragment 9); AG-
GTAGGACTCAGCAGGGACAG and GGGA-
CAAGTAGCTGGGACAAAA (fragment  10) ; 
CTGGAGATACCCATGGCAGAAC and TTTGTG-
GCCAACGTCAAACTAC (fragment 11); GGTTT-
GCCTTTCTTGCTCTG and ATGCCCATCTCACTT-
GCTCT (fragment 12); CGTACCAGCACCAGACAAACAG 
and TCGACTGTTGAAGGAGGCATAA (fragment 
13).

Data were analyzed using genome browser resources 
(UCSC Genome Browser, http://genome.ucsc.edu) [24] 
and NCBI-BLAST (http://blast.ncbi.nlm.nih.gov/Blast.
cgi).

RESULTS AND DISCUSSION

Selection of CTCF-binding 
sequences using 2D-EMSA
To obtain libraries of CTCF-binding sequences by 
two-dimensional EMSA (2D-EMSA, [12]), the artificial 
bacterial chromosome (BAC) containing a 227366 bp 
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insert, which overlaps the chicken alpha-globin locus 
and includes extensive flanking regions, was digest-
ed to completion with either the Sau3AI or Csp6I re-
striction enzyme. Synthetic adapters were attached to 
the resulting sticky ends, amplified by PCR, and both 
hydrolysates were mixed in equal proportions. The 
resulting library of short fragments (approximately 
1,000 fragments with an average length of ca. 500 bp) 
was 32P-labeled and mixed with a protein fraction en-
riched in full-length CTCF, expressed in COS-1 cells 
[17]. The reaction mixture was then electrophoretical-
ly separated by non-denaturing polyacrylamide gel 
(first dimension). The region with the sample was cut 
out, incubated in SDS-containing buffer to disrupt the 
DNA-protein complexes, and the DNA fragments were 
separated in SDS-containing gel (second dimension). 
The region containing the most fragments originally 
bound to CTCF (outlined by the oval in Fig. 1A) was cut 
out from the gel and the DNA fragments were eluted 
and amplified. The procedure was repeated to improve 
the efficiency of selection.

The specificity of selection was checked by ampli-
fication of the resulting and the original libraries with 
primers to chicken alpha-globin locus sequences, which 
bind to CTCF according to the published data: namely, 
CDS (CTCF-dependent silencer) [8] and the M9 se-
quence [7]. The sequence of HBAD exon which does not 
bind to CTCF was used as a negative control. The re-
sults of amplification are shown in Fig. 1B.

As can be seen from Fig. 1, after two rounds of se-
lection PCR products of the CDS and M9 regions be-
come visible after 24 and 27 cycles of amplification, 
respectively, while the product of the control HBAD 
gene fragment that does not bind to CTCF becomes vis-
ible only after 33 cycles. Since all three fragments are 
amplified from the original library with approximately 
equal efficiency (see the input lane in Fig. 1B) a rough 
estimation of the degree of enrichment with the CTCF-
binding fragments for the library obtained is ~64–512 
times. 

The DNA fragments obtained after the second round 
of the selection were cloned into a pGEM-T vector, 
white colonies (230) were arrayed in 96-well plates, and 
their inserts were sequenced. Among these sequences, 
22 corresponded to fragments of BAC, Escherichia coli 
genomic DNA or chimeric fragments, and 208 belonged 
to the alpha-globin locus. 79 unique sequences were 
identified. The constructed rarefaction curve (Fig. 1B) 
indicates that the sequencing was performed with a 
depth sufficient to identify most of the potential CTCF-
binding fragments of the locus. 

Ten selected DNA fragments (1–4, 6–10, 13) were 
used as probes to test their ability to bind CTCF by 
electrophoretic mobility shift and supershift assays 

(EMSA, supershift). Two fragments (10 and 13) are 
shown in Fig. 2. All 10 fragments were able to bind 
CTCF, which indicates the high efficiency of the selec-
tion. 

Distribution of potential CTCF binding sites
All 208 sequenced fragments were mapped to the 
Gallus gallus genome (galGal4, 2011). A table with 

Fig. 1. Preparation and characterization of the library of 
CTCF-binding fragments. (A) Selection of CTCF-binding 
fragments by means of the two-dimensional electro-
phoretic mobility shift assay (2D-EMSA). The results of 
two-dimensional electrophoresis for the second selection 
round are shown. Region containing selected CTCF-bind-
ing fragments is outlined by the oval. For detail, see 
text. (B) Estimation of the degree of enrichment with the 
CTCF-binding fragments for the library obtained. Initial 
DNA and DNA after first and second 2D-EMSA selection 
rounds were used as a template for PCR with primers 
targeted to CTCF-binding sequences from the chicken 
alpha-globin locus: CDS (CTCF-dependent silencer) and 
M9 sequence. Sequence from HBAD gene exon which 
does not bind CTCF was used as a negative control. (C) 
Rarefaction curve obtained during sequencing of the 
CTCF-binding fragments library
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the coordinates of all mapped DNA fragments in 
BED format is available upon request. A full map of 
the fragments distribution is presented in the upper 
part of Fig. 3. As can be seen, the locus had a number 
of sites with higher selection efficiency (indicated by 
vertical arrows); i.e., with higher affinity for CTCF in 
EMSA conditions. The bottom part of Fig. 3 shows an 
enlarged map of the immediate surroundings of the 
globin genes with indicated genes positions (RefSeq), 
as well as some previously identified regulatory ele-
ments, in particular the enhancer/silencer [25] and 
MRE (Major Regulatory Element, [2]). It also shows 
DNA fragments that had been previously identified 
in various cell types and tissues as capable of bind-
ing CTCF: M9, C10-C14 [7], and a fragment of the 
CTCF-dependent silencer [8]. CTCF-binding frag-
ments 5d1–5d3 and 10d1–10d3 have been previous-
ly identified by ChIP-seq in five- and ten-day chick 
embryos, respectively [9]. 

As can be seen from Fig. 3, the vast majority of pre-
viously identified CTCF binding sites are located in or 
very close to the regions of high selection efficiency; i.e., 
strong CTCF-binding in EMSA conditions. The bind-
ing site 10d1, located outside the enlarged section of 
the map, is also located in the area with high affinity to 
CTCF. It should be noted that the binding site and the 
cross-linking position in chromatin immunoprecipita-
tion may not match exactly due to DNA bending [26, 
27]; i.e., fragments identified by EMSA and ChIP do 
not necessarily overlap, even though they should be 
located close to one another.

CTCF binding in vitro and in vivo in 
the region of alpha-globin genes
To compare the CTCF binding to DNA in a living cell 
and detected by EMSA, we performed chromatin im-
munoprecipitation for 13 DNA fragments from the glo-
bin region, as well as for the 5d1–5d3 and 10d1–10d3 
fragments [9] in three cell types: HD3 cells, HD3 in-
duced to erythroid differentiation, and B-lymphoid 
DT40. The positions of DNA fragments amplified dur-
ing chromatin immunoprecipitation are shown in Fig. 
3 (ChIP panel), and the results of immunoprecipitation 
are presented in Fig. 4.

Figure 4 demonstrates that fragment 10, located 
near the 3’-end of HBAA, is the only one to display a 
high degree of occupancy by CTCF, close to that ob-
served for the positive controls (F1, MYC). A high 
degree of CTCF binding is observed in HD3 cells and 
induced HD3 cells, while CTCF binding to this site in 
DT40 cells is significantly lower. Remarkably, the posi-
tion of fragment 10 coincides with the position of the 
genomic region fragment with the strongest CTCF 
binding in vitro (Fig. 3).

In addition to fragment 10, another fragment to 
stand out is 5d3, whose CTCF occupancy is reliably 
above the negative control level for all three cell types 
but is substantially lower than that of fragment 10 in 
HD3 and HD3-ind cells. Some excess over the negative 
control is observed also for fragments 4, 5, 9, and 10d3 
in HD3-ind cells only, but the extent of this excess is 
small and does not allow us to claim with certainty that 
these fragments bind CTCF.

Thus, most DNA fragments (17 out of 18) that bind 
to the purified CTCF protein in EMSA conditions are 
not occupied by CTCF in the cell nucleus of the studied 
cell types. This fact can be attributed to the following 
reasons:

1. Methylation of cytosine in CpG dinucleotides dis-
rupts its binding to CTCF [28, 29]. However, only about 
30% of CTCF binding sites contain the CpG sequence 
[30]: therefore, DNA methylation at the CTCF site can 
only partially explain the results. 

2. CTCF binding is limited to sites with a suitable 
structure of chromatin/histone modifications and/or 
presence of other transcription factors nearby that fa-
cilitate CTCF binding [31]. 

Most likely, both reasons play a role in limiting CTCF 
binding [32]. 

Obviously, some of the sites that were not occupied 
by CTCF in our chromatin immunoprecipitation ex-
periments (Fig. 4) can bind this protein in other types 
of cells and tissues. For example, the DNA fragments 
5d1, 5d2, 10d1–10d3, which do not bind CTCF in DT40 
and HD3 cells (Fig. 4), bind to it in chick embryo eryth-
roblasts [9]. 

Ab
NE

Ab
NE

CTCF

CTCF
6-H

is
6-H

is

13 10 13 10

A B

Fig. 2. CTCF binding to selected DNA fragments 10 and 
13. Anti-CTCF (A) and anti-polyHistidine (B) antibodies 
were used for the supershift assay. AB – antibodies, NE – 
nuclear extract
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The 5d3 fragment is a special case. It binds CTCF ac-
cording to the results of chromatin immunoprecipita-
tion (Fig. 4) and according to [9], but it does not overlap 
with any of the selected fragments. The CTCF-binding 
M9 fragment behaves similarly [7], but its presence in 
the library is confirmed by PCR (Fig. 1B). Perhaps both 
of these DNA fragments did not fall into the sequenced 
pool. 

CONCLUSION
On the basis of these experiments we can conclude 
that there is a unilateral relationship between the 
CTCF-binding efficiency of a fragment under EMSA 
conditions (in vitro) and its degree of occupancy by a 
CTCF protein in ChIP conditions. Binding of CTCF to 
a DNA fragment in vitro in most cases does not mean 
that this fragment will be occupied by CTCF in the cell 

Fig.3. Distribution of CTCF binding sites and some regulatory elements in the region overlapping the chicken genome 
alpha-globin domain. Upper map shows the positions of all selected DNA fragments. The arrows indicate DNA regions 
with high affinity to CTCF. Lower part shows the enlarged map of the immediate surroundings of the globin genes. In the 
“CTCF sites” panel the identified previously CTCF binding sites M9, C10-C14 [7], CDS [8] and 5d1-5d3, 10d1-10d3 [9] 
are shown, the “Regulatory elements” panel demonstrates the positions of the MRE [2] and the enhancer and silencer 
[25]. In the ChIP region the positions of DNA fragments amplified in the chromatin immunoprecipitation experiment are 
shown (see text)

ICGSC genome Gallus gallus 4.0 (galGal4), Chromosome 14 11958000-12185000

CTCF sites from 2D-EMSA

RefSeq genes
HBZ
   HBAD
      HBAA

MRPL28 AXIN1

12 000 000 12 050 000 12 100 000 12 150 000

12 070 000 12 080 000 12 090 000 12 100 000 12 110 000 12 120 000 12 130 000

2D-EMSA

CTCF sites

ChIP

M9
C10-C14

CDS 5d1
10d2

5d2 5d3 10d3

Regulatory elements
MRE Enhancer

Silencer

1 2 4 6 7 9 10 13 10d3
3 5 8 5d2 11

5d1 12
10d2 5d3

RefSeq genes
HBZ

HBAD
HBAA MRPL28



96 | ACTA NATURAE |   VOL. 8  № 1 (28)  2016

RESEARCH ARTICLES

Fig.4. CTCF binding to DNA regions in vivo as revealed by chromatin immunoprecipitation and a real-time PCR analysis. 
The results for HD3 cells, HD3 induced to erythroid differentiation, and for B-lymphoid DT40 cells are presented. Primers 
were targeted to the DNA fragments selected in this work (1-13) and to six fragments identified in [9] (5d1-5d3, 10d1-
10d3). F1, MYC – positive controls; Enh,  HBAD – negative controls. The data are normalized to binding CTCF with the 
F1 fragment. Error bars indicate the standard errors of the mean.
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nucleus. In contrast, CTCF binding in vivo, as a rule, is 
accompanied by the binding of the protein to this DNA 
region in vitro. Furthermore, these results show that 
erythroid differentiation has no significant impact on 
the CTCF binding of the studied DNA fragments.

The only site which strongly binds CTCF in ery-
throid cells, HD3 and HD3-ind, binds this protein in 
lymphoid DT40 cells with significantly (2–3 times) 
weaker efficiency; i.e., CTCF binding to this site is dis-
tinctly tissue-specific. At the same time, there are no 
significant differences in CTCF binding in a HD3 eryth-

roblast cell line and in cells of the same line stimulated 
to erythroid differentiation. 
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ABSTRACT The bacteriolytic activity of interleukin-2 and hen egg white lysozyme against 34 different species 
of microorganisms has been studied. It was found that 6 species of microorganisms are lysed in the presence of 
interleukin-2. All interleukin-2-sensitive microorganisms belong either to the Enterobacteriaceae, Bacillaceae, 
or the Lactobacillaceae family. It was also found that 12 species of microorganisms are lysed in the presence of 
lysozyme, and 16 species of microorganisms are lysed in the presence of sodium dodecyl sulfate (SDS). The bac-
teriolytic activity of interleukin-2 and lysozyme was studied at various pH values.
KEYWORDS lysozyme, interleukin-2, bacteriolytic activity
ABBREVIATIONS CFU – the number of colony forming units; SDS – sodium dodecyl sulfate

INTRODUCTION
Interleukin-2 (IL-2) is one of the most important reg-
ulators of vital activity. This lymphokine is involved 
in the regulation of such processes as proliferation 
and differentiation of T lymphocytes, increase of the 
cytolytic activity of NK cells, proliferation of B lym-
phocytes, immunoglobulin secretion, etc. We have re-
cently shown that human IL-2 is able to exhibit bacte-
riolytic activity [1-3]. A comparative test with several 
bacterial strains has shown that IL-2 has a narrow-
er substrate specificity compared to hen egg white 
lysozyme. IL-2, as well as lysozyme, is capable of lys-
ing Escherichia coli and Lactobacillus plantarum cells, 
but, unlike lysozyme, it shows no effect on Micrococ-
cus luteus and Bacillus subtilis [1-3]. The detection of 
IL-2 activity against E. coli and L. plantarum turned 
out to be surprising. The mechanism of the bacterio-
lytic action of IL-2 still remains unknown, and its elu-
cidation requires a study of the influence of IL-2 on 
other bacterial species. Since IL-2 plays an important 
role in the development of the immune response and 

is used as a drug, it is of primal importance to exam-
ine its action on the bacteria that are often in contact 
with humans, including the components of symbiotic 
microflora.

The main objective of the study was to screen IL-2 
for bacteriolytic activity against microorganisms that 
are found on human skin and mucous membranes and 
can be detected in a wound discharge. For comparison, 
we decided to examine the effect of lysozyme on mi-
croorganisms and lysis of the same bacterial cells in the 
presence of sodium dodecyl sulfate (SDS), which is part 
of IL-2-based drugs.

EXPERIMENTAL SECTION
The following reagents were used: roncoleukin (0.25 
mg/mL solution of purified interleukin-2 for intra-
venous and subcutaneous administration, Biotech, 
Russia); MES, Tris (“extra pure,” Amresco, USA); ly-
ophilized hen egg lysozyme (95% purity, Sigma Aldrich, 
USA); NaOH (98% purity, AppliChem Panreac, Ger-
many); CH3

COOH (“AR grade,” Reachim, Russia); HCl 
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(Germed, Germany); and a 10% water solution of SDS 
(BioRad, USA).

Microbial strains isolated from clinical specimens 
(urine, sputum, feces, wound discharge, etc.) were 
kindly provided by I.M. Sechenov First MSMU. The 
species of microorganisms were identified by direct 
protein profiling using MALDI-TOF mass spectrom-
etry (FLEX series, Bruker Daltonic GmbH, Germany). 
A solid agar medium, 5% Colombia blood agar (Oxoid, 
UK), pH 7.3, was used for cultivation. The cell culture 
was grown at 35°C and 5% CO

2
 for 24 hours.

Strains from the museum collection of microorgan-
isms (CM) of the Department of Microbiology at M.V. 
Lomonosov Moscow State University (referred to as 
MSU CM) were also used for the study. Lactobacillus 
acidophilus MSU CM 146, Lactobacillus casei MSU CM 
153, and Lactococcus lactis MSU CM 165 were grown in 
a MRS liquid medium at 37 °C under anaerobic condi-
tions [4]. Clostridium butiricum MSU CM 19 was grown 
in a medium of the following composition: 10 g/L glu-
cose, 10 g/L peptone, 1 g/L K

2
HPO

4
, 5 g/L CaCO

3
, tap 

water; at 37 ° C under anaerobic conditions [5]. Alcalige-
nes faecalis MSU CM 82, Bacillus megaterium MSU CM 
17, Bacillus mycoides MSU CM 31, Bacillus cereus MSU 
CM 9, Pseudomonas aeruginosa MSU CM 47, Pseudo-
monas fluorescens MSU CM 71, Serratia marcescens 
MSU CM 208, and Staphylococcus aureus MSU CM 144 
were grown in a meat-peptone broth at 30 °C under 
aerobic conditions [6].

Lyophilized Bifidobacterium bifidum (Microgen, 
Russia) was used for the preparation of a suspension 
(10 mL of water per ampoule) at the initial stages of 
the study. Based on the analogy with the sample of ly-
ophilized L. plantarum cells, it was assumed that the 
lyophilized bacterial sample differs little in the change 
of lysis rate from freshly grown cells [7].

Thermus aquaticus cells were graciously provided 
by A.A. Belogurov. Cells were grown according to the 
standard procedure for the culture at 75 °C under aero-
bic conditions [8].

Before measurements, all samples of bacterial cells 
were centrifuged at 3500 rpm for 4 min in a Minispin 
centrifuge (Eppendorf, Germany) then re-suspended 
in the buffer solution that was used for measuring the 
activity. The hen egg lysozyme solution was prepared 
immediately before the experiment using the same 
buffer as for activity measurement. A ready-to-use 
sample of IL-2 was used without additional treatment 
as a standard solution, and the ampoule was opened 
immediately before the experiment. Since the initial so-
lution of IL-2 contained SDS (2.5 mg/mL), experiments 
on the effect of this component on background cell lysis 
were conducted. In order to determine the changes in 
absorption upon cell lysis, double-beam spectropho-

Fig. 1. Dependence of cell lysis rate on pH in the pres-
ence of lysozyme. 1 – Streptococcus agalactiae, lysozy-
me 5.0 µg/mL. 2 – Lactobacillus acidophilus MSU CM 
146, lysozyme 0.8 µg/mL. 3 – Serratia marcescens MSU 
CM 208, lysozyme 0.2 µg/mL. 4 – Bacillus megaterium, 
lysozyme 0.8 µg/mL. 5 – Pseudomonas aeruginosa, 
lysozyme 0.2 µg/mL. 6 – Proteus vulgaris, lysozyme 2 
µg/mL. 7 – Staphylococcus haemolyticus, lysozyme 0.4 
µg/mL
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Fig. 2. pH-dependence of cell lysis rate in the presence of 
interleukin-2. 1 – Enterobacter aerogenes, interleukin-2 
2.0 µg/mL. 2 – Bacillus megaterium, interleukin-2 15 
µg/mL. 3 – Serratia marcescens MSU CM 208, interleu-
kin-2 30 µg/mL. 4 – Lactobacillus acidophilus MSU CM 
146, interleukin-2 5.0 µg/mL
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tometers UV-1800 or UV-1601PC (Shimadzu, Japan) 
were used. Measurements were performed in cells with 
an optical path length of 1 cm and a volume of 0.5 mL.

Bacteriolytic activity was determined turbidimet-
rically by a decrease in absorbance of cell suspension 
[7, 9] at a wavelength of 650 nm and a temperature of 
37°C. A change in absorbance (A

650
) in the range of 5 to 

20–30 s from the start of the reaction was used as the 
initial cell lysis rate. If background spontaneous lysis of 
cells took place in the absence of bacteriolytic factors, 
then its value was subtracted from the value of activ-
ity in the presence of bacteriolytic additives. In case of 
cell lysis in the presence of SDS, the value of the lysis 
rate in the presence of IL-2 was taken into account as 
a correction proportionally to the content of SDS in the 
sample. Cell suspension with an initial absorbance A

650
 

= 0.4 was used for the determination of the cell lysis 
rate. The activity was measured in a 10 mM buffer so-
lution of MES-Tris-CH

3
COOH at different pH values. 

As a relative value of activity, values of changes in the 
initial absorbance -dA/dt (AU/min) are presented, 
which (with the coefficients for corresponding cells) 
are proportional to the rate of change in the number of 
living cells or colony-forming units (-dCFU/dt), pro-
portional to the changes in the lysis rate dΘ/dt (Θ = 0 if 
all cells remained intact, and Θ = 1 in case of 100% cell 
lysis) [7, 9].

Fig. 3. pH-dependence of cell lysis rate in the pres-
ence of SDS. 1 – Morganella morganii, SDS 40 µg/mL. 
2 – Proteus vulgaris, SDS 60 µg/mL. 3 – Lactobacillus 
acidophilus MSU CM 146, SDS 50 µg/mL. 4 – Pseudo-
monas putida, SDS 0.2 mg/mL. 5 – Stenotrophomonas 
maltophilia, SDS 0.15 mg/mL 

RESULTS AND DISCUSSION
The Table shows data on the effects of IL-2, lysozyme, 
and SDS on the cells of 37 strains of 34 different bac-
terial species. As one can see, 12 bacterial species are 
susceptible to lysis in the presence of lysozyme, 16 spe-
cies are lysed in the presence of SDS, and only six spe-
cies are sensitive to IL-2: L. acidophilus, B. megaterium 
(confirmed for two strains of the species), B. mycoides, 
B. cereus, S. marcescens, and Enterobacter aerogenes. 
At the same time, lysozyme, IL-2, and SDS are active 
against L. acidophilus and B. mycoides. B. megateri-
um, B. cereus, and S. marcescens are susceptible to 
lysozyme and IL-2 but not SDS. Ent. aerogenes is only 
susceptible to IL-2. In general, the spectra of microor-
ganisms sensitive to lysozyme and interleukin-2 are not 
identical, though they overlap. Apparently, the mech-
anisms of action differ starkly for lysozyme and IL-2.

The pH-dependence of the rate of cell lysis by lyso-
zyme and IL-2 is presented in Figs. 1 and 2. As can be 
seen, the values of pH-optimum activity for IL-2 and 
lysozyme against B. megaterium cells are identical and 
equal to 8.7. In the case of L. acidophilus, the pH-opti-
ma of lysozyme and IL-2 activity are also similar (6.5–
7.0 and 6.7–7.3). Activity optima for lysozyme and IL-2 
are similar for B. mycoides and B. cereus (not presented 
on the graphs due to the similarity with the dependen-
cies for B. megaterium). A similar shift in lysozyme and 
IL-2 activity optima depending on the substrate (spe-
cies of bacteria) was also observed in the case of E. coli 
and L. plantarum [3].

Figure 3 shows the pH-dependence of the cell lysis 
rate in the presence of SDS. The graph presents data 
for only five of the 16 microorganisms sensitive to SDS. 
For the other 11 microorganisms, pH-dependences of 
the cell lysis rate in the presence of SDS are similar. 
As it can be seen, SDS acts best on cells in an alkaline 
medium, which is inherent to various microorganisms. 
SDS is active at pH higher than 7.3–8.0. It is possible 
that such a tendency of pH-dependence is somehow 
connected to the range of pK values of the phosphate 
groups of cell membrane phospholipids. It is also pos-
sible that the components of the buffer solution (for 
example, Tris) can influence the nature of the pH-de-
pendence. Identification of the exact molecular reason 
for such pH-dependency of the SDS action is beyond 
the scope of our study.

IL-2 acts on individual members of the Gram-neg-
ative family Enterobacteriaceae, including Ent. aero-
genes and S. marcescens, as shown in our work, and, 
as previously established, on E. coli [1–3]. IL-2 is ac-
tive against such Gram-positive members of the family 
Lactobacillaceae as L. acidophilus (current paper) and 
L. plantarum [3]. It was also found that IL-2 acts on B. 
megaterium, B. mycoides, and B. cereus, Gram-positive 
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Lysis of bacteria in the presence of interleukin-2, lysozyme and sodium dodecyl sulfate (SDS)

№ Microorganism
Cell lysis rate in the presence of an additive

lysozyme interleukin-2 SDS

1 Acinetobacter baumannii 0 0 0

2 Alcaligenes faecalis MSU CM 82 3.2/2.0/6.4 0 1.1/100/8.0

3 Bacillus megaterium 5.2/0.8/8.7 6.1/15/8.7 0

4 Bacillus megaterium MSU CM 17 2.2/2.0/8.5 2.6/30/8.5 0

5 Bacillus mycoides MSU CM 31 4.5/4.0/8.0 3.6/10/8.0 0.7/100/8.0

6 Bacillus cereus MSU CM 9 4.5/4.0/8.5 0.9/30/8.5 0

7 Bifidobacterium bifidum 0 0 0

8 Citrobacter braakii 0 0 0

9 Clostridium butiricum MSU CM 19 0 0 2.5/400/8.0

10 Corynebacterium amycolatum 0 0 0

11 Enterobacter aerogenes 0 7.8/2.0/6.4 0

12 Enterobacter cloacae 0 0 0.9/200/8.0

13 Enterococcus faecalis 0 0 1.9/50/8.0

14 Klebsiella pneumoniae 0 0 0

15 Lactobacillus acidophilus MSU CM 146 3.2/0.8/7.0 2.9/5.0/7.0 2.4/50/8.0

16 Lactobacillus casei MSU CM 153 0 0 0

17 Lactococcus lactis MSU CM 165 0 0 0

18 Morganella morganii 0 0 2.0/40/8.0

19 Neisseria perflava 0 0 0

20 Proteus mirabilis 0 0 2.9/50/8.0

21 Proteus vulgaris 3.6/2.0/8.7 0 2.2/60/8.0

22 Pseudomonas aeruginosa 4.2/0.2/8.7 0 5.8/50/8.0

23 Pseudomonas aeruginosa MSU CM 47 7.3/0.4/7.7 0 1.1/100/8.0

24 Pseudomonas fluorescens MSU CM 71 3.5/0.5/8.4 0 0

25 Pseudomonas putida 0 0 2.5/200/8.0

26 Rothia mucilaginosa 0 0 0

27 Serratia marcescens MSU CM 208 3.7/0.2/8.4 4.7/30/8.0 0

28 Staphylococcus aureus 0 0 6.2/50/8.0

29 Staphylococcus aureus MSU CM 144 1.6/1.0/7.7 0 0

30 Staphylococcus capitis 0 0 0

31 Staphylococcus epidermidis 0 0 0

32 Staphylococcus haemolyticus 1.4/0.4/8.7 0 4.9/20/8.0

33 Staphylococcus lugdunensis 0 0 0

34 Stenotrophomonas maltophilia 0 0 3.3/150/8.0

35 Streptococcus agalactiae 4.6/5.0/7.0 0 4.1/50/8.0

36 Streptococcus pyogenes 0 0 0

37 Thermus aquaticus 0 0 3.6/125/8.

Note. Values of the lysis rate are presented in the form X/Y/Z, wherein X is the lysis rate, AU, 10-3 × min-1, Y is the 
concentration of an additive, µg × mL-1, and Z is pH of the medium at which the measurements were made. Values of 
pH-optimum are presented for lysozyme and interleukin-2: all rate values for SDS were obtained at pH 8.0. Zeroes indi-
cate that no absorbance change was obtained for 3 min at concentrations of up to 5 µg/mL, 50 µg/mL and 0.5 mg/mL 
for lysozyme, interleukin-2, and SDS, respectively.
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spore-forming bacilli of the Bacillaceae family, which 
differ in cell wall structure and composition from the 
bacteria of the Enterobacteriaceae and Lactobacilla-
ceae families. It can be assumed that the cell walls of 
E. coli, Ent. aerogenes, S. marcescens, L. plantarum, L. 
acidophilus, B. mycoides, B. megaterium and B. cereus 
have some similar structures. Indeed, structures con-
taining diaminopimelic acid have been detected in the 
cell wall of B. megaterium, B. cereus and L. plantarum 
[10–13], which are not typical for many Gram-positive 
microorganisms but quite common among represen-
tatives of the family Enterobacteriaceae [13, 14]. The 
cell wall of L. acidophilus is believed not to contain sig-
nificant amounts of diaminopimelic acid [15]. However, 
we can assume by analogy with L. plantarum that di-
aminopimelic acid may comprise the cell wall of cer-
tain strains of L. acidophilus. We have not found any 
publications demonstrating accurate data on the pres-
ence and quantity of diaminopimelic acid in B. mycoi-
des, but we can assume that the structure of the cell 
wall of this bacterium, B. megaterium and B. cereus, 
can be partially similar. Apparently, similarity in sus-
ceptibility to IL-2 of such unrelated microorganisms 
can be explained by the presence of common structures 
containing diaminopimelic acid. We have previously 
shown that IL-2 has no effect on B. subtilis cells [1, 2], 
which also belong to the family Bacillaceae. However, 
some data have been published according to which, in 
contrast to many other members of this family, B. sub-
tilis contains diaminopimelic acid, which is presented 
in amidated form [16]. Thus, the resistance of B. sub-

tilis to IL-2 actually confirms our hypothesis. In gen-
eral, it is too early to draw accurate conclusions at this 
stage of the study about what types of microorganisms 
are sensitive to IL-2. Moreover, sensitivity to bacterio-
lytic agents can vary depending on the presence and 
composition of the capsule in bacteria, as well as vary 
even among different strains of the same species [17]. 
It should be noted that there is ongoing debate on the 
mechanisms of lysozyme action, which has been stud-
ied for a long time, against various microorganisms. 
There are reasons to believe that lysozyme can act not 
only on bacterial cells as an enzyme, but also as a cat-
ionic antibacterial protein [18]. As a result of our work, 
we established the spectrum of microorganisms sensi-
tive to interleukin-2, which will help further study the 
molecular mechanisms of susceptibility or immunity of 
microorganisms to this bacteriolytic factor. 
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ABSTRACT Apurinic/apyrimidinic (AP) endonucleases play an important role in DNA repair and initiation of 
AP site elimination. One of the most topical problems in the field of DNA repair is to understand the mechanism 
of the enzymatic process involving the human enzyme APE1 that provides recognition of AP sites and efficient 
cleavage of the 5’-phosphodiester bond. In this study, a thermodynamic analysis of the interaction between APE1 
and a DNA substrate containing a stable AP site analog lacking the C1’ hydroxyl group (F site) was performed. 
Based on stopped-flow kinetic data at different temperatures, the steps of DNA binding, catalysis, and DNA prod-
uct release were characterized. The changes in the standard Gibbs energy, enthalpy, and entropy of sequential 
specific steps of the repair process were determined. The thermodynamic analysis of the data suggests that the 
initial step of the DNA substrate binding includes formation of non-specific contacts between the enzyme bind-
ing surface and DNA, as well as insertion of the amino acid residues Arg177 and Met270 into the duplex, which 
results in the removal of “crystalline” water molecules from DNA grooves. The second binding step involves the 
F site flipping-out process and formation of specific contacts between the enzyme active site and the everted 
5’-phosphate-2’-deoxyribose residue. It was shown that non-specific interactions between the binding surfaces 
of the enzyme and DNA provide the main contribution into the thermodynamic parameters of the DNA product 
release step. 
KEYWORDS thermodynamics, pre-steady-state kinetics, kinetic mechanism, apurinic/apyrimidinic site, human 
AP endonuclease.
ABBREVIATIONS APE1 – AP endonuclease; BER – base excision repair, AP site – apurinic/apyrimidinic site; F 
site – (3-hydroxy-tetrahydrofuran-2-yl) methyl phosphate.

INTRODUCTION
Ones of the most frequent DNA damages are apurinic/
apyrimidinic sites (AP sites) [1, 2] that are formed in 
DNA during spontaneous or DNA glycosylase-catalyz-
ed hydrolysis of N-glycosidic bonds [3]. Every day, up 
to 10,000 AP sites may form in the human cell. The high 
mutagenicity of AP sites is related to both the lack of 
an encoding nitrogenous base and the increased ability 
of AP sites to cause nicks in the DNA ribose phosphate 
backbone.

The key enzyme of the base excision repair (BER) 
system is human apurinic/apyrimidinic endonuclease 1 
(APE1) that is responsible for recognition and initiation 
of removal of AP sites in DNA [4, 5]. Its major physi-
ological function is hydrolysis of the DNA phosphodies-

ter bond located upstream of the AP site, which results 
in a ribose phosphate backbone breakage to form chain 
fragments containing a 3’-hydroxyl group and 2’-de-
oxyribose 5’-phosphate [6, 7].

An analysis of the crystal structures of the free 
APE1 enzyme [8–10] and APE1-DNA covalent com-
plexes [11–13] showed that catalysis in the APE1-DNA 
complex requires contacts whose formation leads to 
flipping of an AP site out of the double helix. Figure 
1 presents a scheme of the contacts in the enzyme-
substrate complex between APE1 and DNA contain-
ing the F site lacking an OH-group in the C1’ position 
of deoxyribose (PDB ID 1DE8). It is seen that enzyme 
amino acid residues interact preferentially with one of 
the duplex strands to form usually hydrogen bonds and 



104 | ACTA NATURAE |   VOL. 8  № 1 (28)  2016

RESEARCH ARTICLES

electrostatic contacts between DNA phosphate groups 
and amino acid side chains and also amide groups of 
peptide bonds of the protein. The enzyme active site 
is formed by Asp308, His309, Glu96, Asp210, Tyr171, 
Asn212, and Asn174 residues. The flipped out AP site 
conformation is stabilized by Met270 and Arg177 resi-
dues. Met270 is embedded into the DNA minor groove, 
thereby displacing the base opposite to the AP site. 
The Arg177 residue is inserted on the DNA major 
groove side and forms a hydrogen bond with a phos-
phate group located downstream of the AP site. In the 
enzyme-substrate complex, which is in a catalytically 
competent state, a phosphate residue located upstream 
of the AP site is coordinated by Asn174, Asn212, and 
His309 residues. The catalytic reaction begins with the 
nucleophilic attack of a water molecule that is coor-
dinated, directly or indirectly through a Mg2+ ion, by 
Asp210 on a 5’-phosphate group [11, 13].

Previously, a stopped-flow technique with detec-
tion of changes in the fluorescence intensity of enzyme 
tryptophans [14, 15] and 2-aminopurines located down-
stream and upstream of the AP site [16] was used to 
elucidate the kinetic mechanism of interaction between 
APE1 and DNA substrates (Scheme). DNA duplexes 
containing a native AP site or its analog (F site) without 
an OH-group in the C1’ position of deoxyribose were 
used as substrates. The interaction between APE1 and 
substrates was shown to include at least two steps of 
DNA binding and AP site recognition that lead to the 
formation of a catalytically competent complex. An ir-
reversible step of catalytic hydrolysis of a 5’-phospho-
diester bond of the AP site occurs in this complex. The 
last step of the kinetic mechanism describes equilib-
rium dissociation of the enzyme-product complex.

Scheme. The kinetic mechanism of interaction be-
tween APE1 and a DNA substrate

,

where E is the enzyme; S is the substrate; (E•S)
1
 and 

(E•S)
2
 are enzyme-substrate complexes; P is a prod-

uct of the enzyme-catalized reaction; (E•P) is the en-
zyme-product complex; k

i
 and k

–i
 are rate constants of 

the forward and reverse reactions of equilibrium steps; 
k

cat
 is the rate constant of the catalytic step; and K

p
 is 

the equilibrium dissociation constant of the EP com-
plex.

According to the X-ray data, DNA binding leads 
only to minor structural rearrangements in APE1 
(Fig. 2). Comparison of the structures of free APE1 
(PDB ID 4LND) and a complex  between APE1 and 

Fig. 1. Schematic representation of contacts in the com-
plex between APE1 and DNA containing the F site (PDB ID 
1DE8 [11]).

Lys276

Asn222, 
Asn226, 
Trp280

F siteArg177 
Met270

Hydrolyzed  
bond

Glu96, Tyr171, 
Asn174, Asp210, 
Asn212, Asp308, 
His309

Arg73, 
Gly127

Ala74

Lys78

Tyr128, 
Arg156, 
Arg181

Asn229

Fig. 2. Overall structures of free APE1 (pink, PDB ID 4LND) 
and APE1 associated with damaged DNA (violet, PDB ID 
1DE8).

F site
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DNA containing the F site (PDB ID 1DE8) demon-
strates that one of the seven tryptophan residues of 
the enzyme molecule, Trp280, is located in the DNA-
binding site and forms a hydrogen bond with a DNA 
phosphate group. Therefore, the observed changes in 
Trp fluorescence are likely related to enzyme confor-
mational changes in the Trp280 region.

The aim of this work was to determine the thermo-
dynamic parameters of the APE1 conformational rear-
rangements associated with specific recognition of a 
damaged DNA site and the catalytic step of the enzy-
matic reaction during base excision repair based on the 
kinetic data of the enzymatic process at different tem-
peratures. This approach made it possible to determine 
the thermodynamic parameters for steps of formation 
of the catalytically active enzyme form, including an 
intermediate enzyme-substrate complex, in contrast to 
the data [17] obtained previously for an inactive form 
of APE1.

MATERIAL AND METHODS

Oligodeoxyribonucleotides
Oligonucleotides were purified by HPLC on an ion 
exchange column (PRP-X500 Hamilton Company, 
3.9 × 300 mm, 12–30 µm particle size) and subsequent 
reverse phase chromatography (Nucleoprep 100-20 C

18
, 

10 × 250 mm, Macherey-Nagel, Germany). Oligonucle-
otide purity was evaluated using 20% denaturing poly-
acrylamide gel electrophoresis (PAGE). The oligonu-
cleotide concentration was measured by absorbance of 
solutions at 260 nm in their electronic absorption spec-
tra and calculated according to the Lambert-Bouguer-
Beer law based on a molar extinction coefficient deter-
mined using the nearest-neighbor approximation [18]. 
A DNA substrate of the APE1 enzyme (F substrate) 
was a 17-mer duplex consisting of oligodeoxyribonu-
cleotides

5’–TCTCTCTCFCCTTCCTT–3’ and
3’–AGAGAGAGGGGAAGGAA–5’.

APE1 enzyme
The APE1 enzyme was isolated from Escherichia coli 
Rosetta 2 cells transformed with the plasmid pET11a 
carrying the human AP endonuclease gene. The E. coli 
Rosetta 2 cell culture was grown in a LB medium (1 L) 
containing 50 µg/mL of ampicillin at 37°C to an opti-
cal density of 0.6–0.7 at 600 nm. Then, the temperature 
was lowered to 20°C, and transcription was induced by 
adding isopropyl-β-D-thiogalactopyranoside to a final 
concentration of 0.2 mM. After induction, the cell cul-
ture was incubated for 16 h. Then, the cells were pel-
leted by centrifugation (12,000 rpm, 10 min), and a cell 

suspension was prepared in 30 mL of buffer I (20 mM 
HEPES-NaOH, pH 7.8) containing 40 mM NaCl. Cells 
were lysed using a French-press. All subsequent pro-
cedures were performed at 4°C. The cell lysate was 
centrifuged (30,000 rpm, 40 min), and the supernatant 
was loaded onto column I (Q-Sepharose Fast Flow, Am-
ersham Biosciences, Sweden) and washed with buf-
fer I (20 mM HEPES-NaOH, pH 7.8) containing 40 mM 
NaCl. Fractions containing the APE1 protein were col-
lected and loaded onto column II (HiTrap-Heparin™, 
Amersham Biosciences, Sweden). Chromatography 
was performed in buffer I with a linear gradient of 
40 → 600 mM of NaCl; the solution’s absorbance was 
detected at 280 nm. The APE1 protein purity was de-
termined by gel electrophoresis. Fractions containing 
the APE1 protein were dialyzed in buffer II (20 mM 
HEPES-NaOH, 1 mM EDTA, 1 mM dithiothreitol, 
250 mM NaCl, 50% glycerol, pH 7.5) and stored at –20°C. 
The enzyme concentration was calculated using protein 
absorbance values at 280 nm and a molar extinction co-
efficient of 56,818 M–1cm–1 [19].

Stopped-flow kinetic measurements
Kinetic fluorescence curves were acquired using a 
SX20 stopped-flow spectrometer (Applied Photophys-
ics, UK). The fluorescence excitation wavelength was 
290 nm. Fluorescence was recorded at wavelengths 
longer than 320 nm (Schott filter WG 320). Since the 
APE1 molecule contains 7 Trp residues and 11 Tyr  
residues, more than 90% of the detected protein fluo-
rescence intensity was due to Trp fluorescence under 
the experimental conditions used. The instrument dead 
time was 1.1 ms, and the maximum signal acquisition 
time was 200 s. All experiments were performed in a 
buffer solution simulating BER conditions (50 mM Tris-
HCl, 50 mM KCl, 5 mM MgCl

2
, 1 mM dithiothreitol, 7% 

glycerol, pH 7.5) at 10–37°C. Each kinetic curve was an 
average of at least three experimental curves.

Analysis of the hydrolysis extent of the 
5’-phosphodiester bond at the AP site
The dependence of the hydrolysis extent of the 
5’-phosphodiester bond at the AP site on time was 
studied by mixing enzyme and 32P-labeled substrate 
solutions. The label was attached to the 5’-end of an 
F-containing oligonucleotide using T4 polynucleotide 
kinase (SibEnzyme, Novosibirsk) and [γ-32P] ATP (BIO-
SAN, Novosibirsk) according to [20, 21]. Further, 2 µL 
aliquots were taken from the reaction mixture and 
transferred to prepared test tubes containing 3 µL of 
a 7 M urea solution, 0.1% bromophenol blue, and 0.1% 
xylene cyanol FF. PAGE was carried out at 50 V/cm. 
Gel was autoradiographed on an Agfa CP-BU New X-
ray film (Agfa-Geveart, Belgium) at –20°C for 12–60 h.
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Fig. 3. Changes in the Trp fluorescence intensity during interaction between APE1 and the F substrate at 10°C (A), 15°C 
(B), 20°C (C), 25°C (D), 30°C (E), and 37°C (F). Experimental curves were smoothed using the kinetic model (Scheme). 
The F substrate concentration was varied from 0.5 to 2.5 µM; the APE1 concentration was 1.0 µM.
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sequent dissociation of the enzyme-product complex 
is accompanied by an increase in the Trp fluorescence 
intensity at longer times (>1 s). As is evident from the 
kinetic curves (Fig. 4), both phases of the changes in 
the fluorescence intensity are temperature-dependent.

An analysis of the kinetic curves of the protein flu-
orescence intensity demonstrated that the minimum 
kinetic mechanism of the interaction between APE1 
and the DNA substrate containing the F site as damage 
involves a two-step equilibrium binding, irreversible 
formation of the enzyme-product complex, and equilib-
rium dissociation of the complex. As previously [14–16], 
the mechanism is described by the Scheme.

The rate constants of the forward and reverse re-
actions that describe the APE1-DNA substrate inter-
action at different temperatures were calculated by a 
nonlinear regression, including numerical integration 
of differential equations related to the Scheme, as de-
scribed previously [28, 29]. The resulting rate constants 
were used to determine the equilibrium constants K

i
 

and K
p
 (Table 1).

As shown in Figure 5, the ln(K
i
) and ln(k

cat
/T) vs 1/T 

dependences are linear, which enables calculation of 
thermodynamic parameters for equilibrium steps using 
the van’t Hoff equation (1), as well as parameters of the 
transition state in the catalytic step using the Eyring 
equation (2) (Table 2).

According to the obtained data, the formation of the 
primary enzyme-substrate complex (the first step in 
the Scheme) is characterized by a positive standard 
enthalpy value (14.3 kcal/mol) and a positive entropy 
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Fig. 4. Changes in the Trp fluorescence intensity during 
interaction between APE1 and the F substrate at different 
temperatures. [APE1] = 1.0 µM, [F substrate] = 2.0 µM.

Analysis of kinetic curves
To calculate the rate constants of conformational tran-
sitions, a number of kinetic curves for different sub-
strate concentrations at different temperatures were 
obtained. Detection was carried out under conditions 
appropriate for one enzyme turnover, i.e. at enzyme 
and substrate concentrations of the same order. Dy-
naFit software (BioKin, USA) [22] was used to deter-
mine the minimum kinetic scheme describing the en-
zyme-substrate interaction and to calculate the rate 
constants of elementary steps of the reaction. Quanti-
tative processing of experimental data was conducted 
by optimizing the parameters included in the kinetic 
schemes as described previously [23–25].

The obtained values of rate constants of individual 
reaction steps were used to calculate the equilibrium 
constants (K

i
) for the steps (k

i
/k

–i
, where i is the step 

number) at different temperatures. Standard thermo-
dynamic parameters of the i-th equilibrium step were 
determined using the van’t Hoff equation (1) [26, 27]

ln(K
i
) = –∆G

i
/RT = –∆H

i
/RT + ∆S

i
/R. (1)

The ln(K
i
) vs 1/T dependences were linear.

An analysis of the temperature dependence of the 
reaction rate constant k

cat
 using the Eyring equation 

(2) provided the standard activation enthalpy (∆Ho,‡) 
and standard activation entropy (∆So,‡) of the transition 
state [26]

       ln(k
cat

/T) = ln(k
B
/h) + (ΔSo,‡/R) – (ΔHo,‡/RT),  (2)

where k
B
 and h are the Boltzmann and Planck con-

stants, respectively; R is the gas constant; and T is ab-
solute temperature in degrees Kelvin.

RESULTS AND DISCUSSION
To clarify the nature of the processes occurring during 
sequential stages of F site recognition in the DNA-sub-
strate complex, catalysis, and enzyme-product complex 
dissociation, we conducted a stepwise thermodynam-
ic analysis of the interaction between APE1 and the 
F substrate. Stopped-flow measurements of the Trp 
fluorescence intensity provided kinetic curves char-
acterizing the interaction between APE1 and the 17-
mer F substrate at one enzyme turnover conditions and 
temperature of 10 to 37°C (Fig. 3). It is seen that the in-
teraction between APE1 and the F substrate leads to 
multiphase changes in the Trp fluorescence intensity. 
According to the previously obtained data [14, 15], a 
decrease in the fluorescence intensity in the initial part 
of the kinetic curves characterizes the formation of a 
catalytically competent complex. The catalytic reac-
tion step leading to the formation of products and sub-
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Fig. 5. Analysis of the temperature dependence of ln(K
i
) (A) and ln(k

cat
/T) (B).
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Table 1. Rate constants for individual steps of the interaction between APE1 and the F substrate under BER conditions 
and dissociation constants of the enzyme-product complex.

Temperature
Constant 10°C 15°C 20°C 25°C 30°C 37°C

k
1
, M-1c-1 (5.1 ± 2.1) × 106 (16.0 ± 3.4) × 106 (46.0 ± 12.0) × 106 (100 ± 12) × 106 (190 ± 32) × 106 (520 ± 20) × 106

k
-1

, c-1 3.3 ± 0.4 7.3 ± 3.6 12.0 ± 5.1 11.0 ± 2.5 19.0 ± 5.2 47.0 ± 13.0

K
1

*, M 0.65 × 10-6 0.47 × 10-6 0.26 × 10-6 0.11 × 10-6 0.10 × 10-6 0.09 × 10-6

k
2
, c-1 4.2 ± 2.6 3.7 ± 1.2 8.2 ± 3.9 8.8 ± 4.4 15.0 ± 1.8 24.0 ± 9.0

k
-2

, c-1 5.7 ± 1.9 5.5 ± 2.9 19.0 ± 3.7 27.0 ± 4.2 40.0 ± 6.6 93.0 ± 17.4

K
2

1.27 0.51 0.68 0.81 0.79 0.52

k
cat

, c-1 1.4 ± 0.6 2.0 ± 0.7 2.5 ± 1.2 4.6 ± 2.2 6.6 ± 2.2 9.2 ± 1.0

K
p
, M (13.5 ± 3.9) × 10-6 (10.6 ± 1.9) × 10-6 (7.2 ± 1.8) × 10-6 (6.6 ± 2.3) × 10-6 (6.9 ± 1.2) × 10-6 (4.2 ± 0.6) × 10-6

*Equilibrium association constants were calculated using the formula K
i
 = k

–i
/k

i
.

Table 2. Thermodynamic parameters of the interaction between APE1 and F-substrate.

Parameter Step (number) ∆G°
i,298

, kcal/mol ∆H°
i
, kcal/mol ∆S°

i
, cal/(mol×K)

Primary DNA binding (1) –9.2 14.3 ± 2.2 79.0 ± 7.6

Specific recognition of the F site (2) 0.5 –6.8 ± 1.2 –24.6 ± 4.0

Overall parameter value for binding steps
i

i






1

2

 –8.7 7.5 ± 3.4 54.4 ± 11.7

Transition state of the catalytic step (3) 16.6 12.2 ± 0.8 –14.8 ± 2.8

Enzyme-product complex formation (4) –7.0 6.8 ± 1.0 46.6 ± 3.5
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value (79.0 cal/(mol×K)). An increase in entropy during 
interaction between DNA-binding proteins and DNA 
is known to be usually due to two factors: desolva-
tion of polar groups at the DNA-protein interface [30] 
and removal of highly ordered molecules of “crystal-
line water” from the DNA grooves [31]. It may be as-
sumed that the bonds between amino acid residues of 
the DNA-binding site and the DNA duplex form at this 
stage. The interaction between DNA duplex phosphate 
groups situated upstream and downstream of the F 
site and Arg73, Ala74, Lys78, Trp280, Asn222, Asn226, 
and Asn229 residues is of special interest (Fig. 1). Fur-
thermore, incorporation of the Arg177 residue into the 
DNA duplex on the major groove side and formation 
of a hydrogen bond with a phosphate group located 
downstream of the F site may occur at this moment. 
The Met270 residue is incorporated into the DNA du-
plex on the minor groove side and may also displace 
“crystalline” water. Previously, studies of E. coli Fpg 
[28] and human OGG1 [29] DNA-glycosylases, which 
belong to different structural classes and, consequent-
ly, interact with DNA through contacts of different na-
ture, demonstrated that the steps of enzyme-substrate 
complex formation and isomerization of the complex 
into a catalytically competent state are characterized 
by a significant increase in entropy that is apparently 
caused by desolvation of the interacting protein and 
DNA surfaces.

The second stage of the interaction between APE1 
and the F substrate is a specific rearrangement of 
the (E•S)1

 complex and is characterized by negative 
changes in both enthalpy (ΔH°

2
 = –6.8 kcal/mol) and 

entropy (ΔS°
2
 = –24.6 cal/(mol×K)). The negative ΔH°

2
 

value indicates stabilization of the complex during for-
mation of new, energetically favorable bonds among 
interacting atoms, while the negative ΔS°

2
 value sug-

gests an increase in the rigidity of the complex; i.e. a 
reduction in its internal degrees of freedom. This step 
probably involves flipping the F site into the enzyme 
active site and stabilizing this state by Arg177 and 
Met270 residues that are inserted into the major and 
minor DNA grooves, respectively. Furthermore, bonds 
between a phosphate group located upstream of the F 
site (Fig. 1) and the Asn174, Asn212, and His309 resi-
dues and the Mg2+ ion that are located in the enzyme 
active site may form at this moment.

Activation enthalpy (ΔH‡) and entropy (ΔS‡) for the 
transition complex formation were calculated for the 
third catalytic step. The resulting activation enthalpy 
value is 12.2 kcal/mol. It should be noted that this value 
is related to the step of phosphodiester bond hydroly-
sis by the APE1 enzyme and lies within the range of 

6.0–18.6 kcal/mol obtained previously for the catalytic 
steps of N-glycosidic bond cleavage and β-elimination 
of phosphate groups by Fpg and hOGG1 DNA glyco-
sylases [28, 29].

The thermodynamic parameters of the complex for-
mation between APE1 and AP-containing DNA were 
obtained previously using SPR, i.e. under heterophase 
conditions, for a catalytically inactive enzyme in the 
absence of Mg2+ ions [17]. The approach used in the 
present study [28, 29] enables the calculation of ther-
modynamic data for processes occurring in an aqueous 
solution, i.e. under homophase conditions, and involving 
catalytically active forms of enzymes, including tran-
sient enzyme-substrate intermediates.

Interestingly, the thermodynamic parameters for 
the step of the complex formation between the en-
zyme and a reaction product correlate with those of 
the primary complex formation. Similarly to the first 
step, this process is characterized by positive stan-
dard enthalpy and entropy changes (6.8 kcal/mol and 
46.6 cal/(mol×K), respectively). This indicates that the 
thermodynamic parameters of this step are largely 
determined by the same interactions that occur at the 
first step of APE1 binding to the DNA substrate – non-
specific contacts between the DNA-binding site and 
the ribose-phosphate backbone of the DNA duplex. 
However, the enzyme-product complex (E•P) may be 
considered a true non-specific complex, while the for-
mation of the primary complex (E•S)

1
 in the case of a 

short DNA substrate involves some elements of specific 
recognition of the F site. Therefore, the (E•S)

1
 com-

plex formation is energetically more favorable com-
pared to the E•P complex (ΔΔG°

298
 = –2.2 kcal/mol, 

ΔΔH° = 7.5 kcal/mol, ΔΔS° = 32.4 cal/(mol×K)).
Thus, we obtained the thermodynamic parameters 

of conformational APE1 rearrangements associated 
with specific recognition of a damaged DNA fragment 
and the catalytic step. These findings led to a conclu-
sion on the molecular nature of the individual steps of 
the kinetic mechanisms that describe the enzyme func-
tion. 
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ABSTRACT Atherosclerosis, the main factor in the development of coronary heart diseases (CHD), is an inflam-
matory response to endothelial layer damage in the arterial bed. We have analyzed the association between 
CHD and the polymorphic markers of genes that control the synthesis of proteins involved in the processes of 
adhesion and chemotaxis of immunocompetent cells: rs1024611 (–2518A>G, CCL2 gene), rs1799864 (V64I, CCR2 
gene), rs3732378 (T280M, CX3CR1 gene), rs1136743 (A70V, SAA1 gene), and rs1205 (2042C>T, CRP gene) in 217 
patients with CHD and 250 controls. Using the Monte Carlo method and Markov chains (APSampler), we re-
vealed a combination of alleles/genotypes associated with both a reduced and increased risk of CHD. The most 
significant alleles/genotypes areSAA1*T/T+CRP*C+CX3CR1*G/A (Pperm = 0.0056, OR = 0.07 95%CI 0.009–0.55), 
SAA1*T+CRP*T+CCR2*G/A+CX3CR1*G (Pperm = 0.0063, OR = 14.58 95%CI 1.88–113.04), SAA1*T+CCR2*A+C-
CL2*G/G (Pperm = 0.0351, OR = 10.77 95%CI 1.35–85.74).
KEYWORDS coronary heart disease, genetic polymorphism, complex traits, APSampler.
ABBREVIATIONS CHD – coronary heart disease; MI – myocardial infarction; CRP – C-reactive protein; SAA – se-
rum amyloid A.

INTRODUCTION
Coronary heart diseases (CHD) and the main factor of 
their development, atherosclerosis, are among the most 
frequent causes of disability and mortality in the ma-
jority of developed countries. The molecular and genet-
ic basis of hereditary predisposition to CHD is actively 
studied, and one of the important directions in such re-
search is the analysis of the association between poly-
morphic DNA markers and the disease. Genome-wide 
association studies (GWAS) using high-density mi-
croarrays and analysis of individual polymorphic 
markers located in the regions of the genes encoding 
for products involved in the pathogenesis of the disease 
(candidate genes) are used for this purpose. Most stud-
ies analyze the contribution of individual polymorphic 
markers in the formation of hereditary predisposition 
to the disease. At the same time, since atherosclero-
sis, with the exception of rare monogenic variants, is a 
multifactorial polygenic disease caused by complex in-

teractions between genetic and environmental factors, 
the analysis of the combinations of factors determining 
the activity of individual pathogenetic links appears to 
be more promising.

According to modern concepts, atherosclerotic le-
sion of the vascular wall is caused by an inflammatory 
reaction developing in response to damage to vascular 
endothelium [1]. The inflammatory process at all stages 
of atherosclerosis involves immune cells , the participa-
tion of which in endothelial damage includes their mo-
bilization from the bone marrow, adhesion, chemotaxis, 
transformation, change in the ratio of different leuko-
cyte subclasses , etc. All these processes are controlled 
by a variety of proteins and inflammatory mediators, 
including chemokines and acute-phase proteins.

Chemokines are a group of low-molecular-weight 
cytokines the primary function of which is mediating 
the migration of various cells expressing chemokine re-
ceptors from the bloodstream to inflammation or tumor 
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sites. Chemokine CCL2 (monocyte chemoattractant 
protein-1, MCP-1) and its receptor CCR2 play a central 
role in monocyte chemotaxis and infiltration of vascu-
lar wall as shown in the experiments in mice that dem-
onstrated enhanced expression of CCR2 gene on the 
surface of monocytes and increased synthesis of CCL2 
in hyperlipidemic conditions [2, 3]. Chemokine CX3CL1 
(fractalkine) exists in two forms: a membrane-bound 
from, providing the adhesion of leukocytes to endo-
thelium of blood vessels, and a soluble form acting as 
chemoattractant [4]. CX3CL1 interacts with CX3CR1 
receptor found on the membranes of T-lymphocytes, 
monocytes, dendritic cells, natural killer cells, and 
smooth muscle cells, thereby providing their migration, 
adhesion, and proliferation [5].

C-reactive protein (CRP) and serum amyloid A 
(SAA) are major acute phase inflammatory proteins . 
During the first hours of injury, their level increases 
by 20-100 times, in some cases by 1,000 times and more, 
which makes these proteins universal markers of acute 
inflammatory response. It has been demonstrated in 
vitro that CRP is capable of inducing the expression of 
adhesion molecules and chemokine CCL2 in endothelial 
cells [6, 7]. SAA also promotes the migration of mono-
cytes and lymphocytes, increasing chemokine expres-
sion [8].

The aim of our study was to analyze the contribution 
of combinations of the polymorphic markers rs1024611 
(-2518A>G, CCL2 gene), rs1799864 (V64I, CCR2 gene), 
rs3732378 (T280M, CX3CR1 gene), rs1136743 (A70V, 
SAA1 gene), and rs1205 (2042C>T, CRP gene) to the 
formation of genetic predisposition to CHD.

EXPERIMENTAL
The study group consisted of unrelated male patients 
(N = 217) with verified diagnosis of CHD (165 cases of 
myocardial infarction, 52 cases of functional class 3–4 
cardiac angina) treated in the Medical and Sanitary 
Unit of PJSC Tatneft in the city of Almetyevsk. Cor-
onary artery atherosclerosis was confirmed by angi-
ography. The average age of patients at enrollment in 
the study was 53.55 ± 5.78 years. Patients with diabetes 
and other endocrine disorders were excluded from the 
study. The control group consisted of unrelated sex- 
and age-matched (average age 50.48 ± 6.03) individu-
als (N = 250). All members of the control group did not 
have any signs of cardiovascular disease according to 
their medical history, clinical examination and electro-
cardiography. All participants in the study belonged 
to the Tatar ethnic group. All participants gave their 
informed consent.

DNA samples were isolated from peripheral blood 
leukocytes by phenol-chloroform extraction [9]. All 
polymorphic markers, except for rs1205, were geno-
typed by polymerase chain reaction (PCR), followed 
by treatment of the amplification products with the 
appropriate restriction enzyme. Polymorphic marker 
rs1205 was genotyped by site-specific PCR. Amplicons 
were separated by electrophoresis in 7% polyacryl-
amide or 2% agarose gel. Primers and restriction en-
zymes specific to each marker were selected using the 
DNASTAR 5.05 software package and http://www.
ncbi.nlm.nih.gov/snp database. Primer sequences, re-
striction enzymes, and the resulting fragment lengths 
are presented in Table. 1.

Table 1. List of the polymorphic markers included in the study, their localization, primer sequences, restriction enzymes, 
and allele nomenclature

Gene,
chromosome 
localization

Polymorphism,
localization

Primer sequence,
restriction enzyme Allele, fragment size, bp

CCL2
17q12

rs1024611
–2518A>G

5’-end

F 5’-ctc acg cca gca ctg acc tcc-3’
R 5’-agc cac aat cca gag aag gag acc-3’

PvuII

A – 300
G – 228 and 72

CCR2
3p21.31

rs1799864
V64I

exon 2

F 5’-tgc ggt gtt tgt gtt gtg tgg tca-3’
R 5’-aga tgg cca ggt tga gca ggt-3’

FokI

G(V) – 282 and 74
A(I) – 198, 84 and 74

CX3CR1
3p21.3

rs3732378
T280M
exon 2 

F 5’-gga ctg agc gcc cac aca gg-3’
R 5’-agg ctg gcc ctc agt gtg act-3’

Alw26I

A(M) – 148
G(T) – 128 and 20

SAA1
11p15.1

rs1136743
A70V
exon 3

F 5’-ccc ctc taa ggt gtt gtt gga-3’
R 5’-ctc cac aag gag ctc gtc tc-3’

BshNI

T(V) – 289
C(A) – 183 and 106

CRP
1q23.2

rs1205
2042C>T

3’-untranslated region

F 5’-aga aaa cag ctt gga ctc act ca-3’
R 5’-tga gag gac gtg aac ctg gg-3’
C 5’-cca gtt tgg ctt ctg tcc tca c-3’
T 5’-cca gtt tgg ctt ctg tcc tca t-3’

IC* – 235
Allele – 82

*IC – internal control containing studied mutation
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The frequencies of the genotypes and alleles of poly-
morphic markers in the study groups were compared 
using two-tailed Fisher’s exact test. Compliance of the 
observed genotype frequency distribution to the theo-
retically expected one under Hardy-Weinberg equilib-
rium was determined using an exact test implemented 
in the Arlequn 3.0 software. The search for combina-
tions of alleles/genotypes associated with CHD was 
performed using APSampler 3.6.1 software available 
here: https://code.google.com/p/apsampler. The basic 
algorithm of this software is described elsewhere [10]. 
Permutation test was used as correction for multiple-
comparisons, and P

perm 
< 0.05 was considered statisti-

cally significant.

RESULTS AND DISCUSSION
The results of the analysis of the genotype and allele 
frequency distribution  for the studied polymorphic 
markers are shown in Table 2. The distribution of the 
genotype frequencies of polymorphic markers in the 
control group was in agreement with the theoretically 
expected ones according to the Hardy-Weinberg equi-
librium. A comparative analysis of genotype frequen-
cy distribution demonstrated that CRP*T/T (P = 0.02, 
OR = 1.74 95%CI 1.1–2.75) and SAA1*T/C (P = 0.014, 
OR = 1.61 95%CI 1.11–2.34) genotype frequencies were 
increased in the group of patients with CHD.

A total of 743 combinations of genotypes and alleles 
associated with CHD were identified using the APSam-

Table 2. Results of the analysis of association between polymorphic DNA markers and the risk of coronary heart disease

Genotype/
Allele

Control, % Cases, %
P

n Frequency (95%CI) n Frequency (95%CI)

CRP rs1205 (2042C>T)

*C/C 83 33.2 (27.39–39.41) 57 26.27 (20.54–32.65) 0.1065
*C/T 127 50.8 (44.43–57.16) 106 48.85 (42.02–55.71) 0.7108
*T/T 40 16 (11.68–21.14) 54 24.88 (19.28–31.19) 0.0205

*C 293 58.6 (54.14–62.96) 220 50.69 (45.88–55.49)
0.0176

*T 207 41.4 (37.04–45.86) 214 49.31 (44.51–54.12)

SAA1 rs1136743 (A70V)

*C/C 71 28.4 (22.9–34.42) 48 22.12 (16.78–28.24) 0.1363
*T/C 135 54 (47.61–60.3) 142 65.44 (58.7–71.75) 0.0141
*T/T 44 17.6 (13.09–22.9) 27 12.44 (8.36–17.58) 0.1549

*C 277 55.4 (50.92–59.81) 238 54.84 (50.02–59.59)
0.8951

*T 223 44.6 (40.19–49.08) 196 45.16 (40.41–49.98)

CX3CR1 rs3732378 (T280M)

*C/C 162 64.8 (58.53–70.71) 141 64.98 (58.23–71.31) 1
*C/T 80 32 (26.26–38.17) 67 30.88 (24.8–37.48) 0.8418
*T/T 8 3.2 (1.39–6.21) 9 4.15 (1.91–7.73) 0.6272

*C 404 80.8 (77.07–84.16) 349 80.41 (76.36–84.05)
0.9339

*T 96 19.2 (15.84–22.93) 85 19.59 (15.95–23.64)

CCL2 rs1024611 (–2518A>G)

*A/A 151 60.4 (54.04–66.51) 126 58.06 (51.2–64.71) 0.6373
A/G 82 32.8 (27.02–39) 70 32.26 (26.09–38.92) 0.9213
*G/G 17 6.8 (4.01–10.66) 21 9.68 (6.09–14.41) 0.3092

*A 384 76.8 (72.85–80.43) 322 74.19 (69.81–78.25)
0.3605

*G 116 23.2 (19.57–27.15) 112 25.81 (21.75–30.19)

CCR2 rs1799864 (V64I)

*G/G 181 72.4 (66.41–77.85) 157 72.35 (65.89–78.19) 1
*G/A 61 24.4 (19.21–30.21) 55 25.35 (19.7–31.68) 0.8306
*A/A 8 3.2 (1.39–6.21) 5 2.3 (0.75–5.29) 0.5884

*G 423 84.6 (81.13–87.65) 369 85.02 (81.31–88.25)
0.9272

*A 77 15.4 (12.35–18.87) 65 14.98 (11.75–18.69)
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pler algorithm; after the validation of the results, five 
combinations remained associated with a reduced risk 
of CHD, and seven combinations were associated with 
an increased risk of CHD (Table 3).

In the current study, we analyzed the frequency dis-
tribution of genotypes and alleles of polymorphic mark-
ers of SAA1, CRP, CCL2, CCR2, and CX3CR1 genes in 
the ethnically homogeneous groups of men with CHD 
and control subjects. Combinations of polymorphic 
markers associated with the risk of disease develop-
ment were identified using the APSampler software. 
It should be noted that while statistically significant re-
sults were obtained only for the SAA1 and CRP genes 
when the studied polymorphic markers were analyzed 
individually, the identified patterns included all the 
studied polymorphic markers in variouscombinations.

Allele SAA1*T (rs1136743) is present in the combi-
nations associated with both an increased and reduced 
risk of CHD. As shown by other authors, homozygous 
carriers of rs1136743*T/rs1136747*C haplotype in a 
Moscow population of patients with rheumatoid ar-
thritis and patients with Mediterranean fever in Tur-
key have an increased risk of amyloidosis [11, 12]. As 
mentioned earlier, SAA stimulates the expression of 
proinflammatory chemokines [8]. In addition, SAA is 
capable of replacing apolipoprotein A in high-density 
lipoproteins (HDL), resulting in a loss of antiatherogen-
ic properties of HDL and its conversion into the proath-
erogenic form [13]. At the same time, there is evidence 
of the antiatherogenic effect of SAA. In particular, 

SAA inhibits platelet activation and prevents their ag-
gregation at sites of endothelial injury [14]; it has been 
reported that SAA promotes the removal of HDL from 
the cell [15].

According to the results of a multicenter study 
which included patients with myocardial infarc-
tion (MI) from six European cities, the carriers of 
CRP rs1205 *T/T genotype have a lower CRP plasma 
level compared to carriers of the CRP*C allele [16]. 
Similar results were obtained for a Reykjavik popula-
tion [17], European Americans, and African Americans 
[18]. At the same time, Hatzis G.  et al. demonstrated 
the association of CRP*T/T genotype with an increased 
risk of coronary atherosclerosis in a Greek population 
[19], the association of CRP*T allele with an increased 
risk of vascular complications in patients with type 2 
diabetes was also reported [20]. According to the re-
sults of several studies, CRP stimulates the expression 
of adhesion molecules (VCAM1, ICAM1 and selectin E) 
[6], CCL2 chemokine [7], and inhibits the production of 
nitric oxide [21] in endothelial cells, while no evidence 
of proatherogenic properties of CRP was obtained from 
animal models. In APOE and LDLR knockout mice, the 
knockout of the CRP gene did not lead to a significant 
reduction in the size of atherosclerotic vascular lesions 
[22], and the introduction of human CRP in LDLR-/- 
mice had no significant effect [23]. Moreover, there is 
evidence of antiatherogenic properties for CRP: Lei 
Z.B. et al. demonstrated its ability to bind to oxidized 
low-density lipoproteins (LDL) [24], which, in turn, up-

Table 3. Combinations of the alleles/genotypes associated with a coronary heart disease obtained using the APSampler 
algorithm

Combination
Frequency, %

P
perm

OR 95%CI
OR

Control Cases

SAA1*T/T+CRP*C+CX3CR1*G/A 6.00 0.46 0.0056 0.07 0.009–0.55

SAA1*T+CX3CR1* G/A 7.30 0.92 0.0056 0.12 0.03–0.56

SAA1*T+CRP*T+CCR2*G/A+CX3CR1*G 0.40 5.53 0.0063 14.58 1.88–113.04

SAA1*T/C+CCR2*G+CCL2*G 19.60 30.41 0.0348 1.79 1.17–2.74

SAA1*T+CCR2*A+CCL2*G/G 0.40 4.15 0.0351 10.77 1.35–85.74

SAA1*T+CRP*T+CCR2*A+CX3CR1*A 1.20 5.53 0.039 4.82 1.34–17.31

SAA1*T+CRP*T/T 12.40 21.20 0.0393 1.9 1.16–3.12

CRP*T/T+CCR2*A+CCL2*G 0.80 4.61 0.0425 5.99 1.3–27.65

CRP*T+CCR2*G/A+CX3CR1*A 2.40 7.37 0.0436 3.24 1.24–8.43

SAA1*T/T+CRP*T+CCL2*A 16.80 10.15 0.049 0.5 0.29–0.89

CRP*C+CCL2*A 78.40 68.66 0.0492 0.6 0.4–0.92

SAA1*T/T+CX3CR1*G+CCL2*A 20.19 9.22 0.0492 0.5 0.29–0.89
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regulate the expression of chemokines and adhesion 
molecules [25–27].

Our data on the role of rs1024611 (CCL2 gene) and 
rs1799864 (CCR2 gene) polymorphic markers in the 
formation of a genetic predisposition to CHD are con-
sistent with the results of other studies. For example, 
the association of CCL2*G allele with ischemic stroke 
has been demonstrated in the American population 
[28]. According to a meta-analysis of the results of 21 
studies, carriage of CCL2*G allele is associated with 
increased risk of CHD among Europeans [29]. The as-
sociation of CCR2*G/A genotype with abdominal aortic 
aneurysm has been shown in the Turkish population 
[30], while in the Czech Republic the same genotype 
is a marker of the risk of MI in women under the age 
of 50 [31]. A number of studies have established a cor-
relation between the CCL2*G/G genotype and higher 
plasma levels of CCL2 [32, 33], as well as with increased 
CCL2 expression compared to CCL2*A allele carri-
ers [34]. Furthermore, we have found an association 
of CCL2*G/G genotype with an increased risk of MI, 
and an association of CCL2*G/G+CCR2*A combination 
with an increased risk of essential hypertension among 
the Tatars of Bashkortostan [35, 36].

The role of the rs3732378 (CX3CR1 gene)polymor-
phic marker is controversial. McDermott et al. dem-
onstrated association between CX3CR1*M allele and 
lower rates of cell adhesion and leukocyte chemotax-

is, and decreased risk of CHD[37]. At the same time, 
CX3CR1*M allele was found to be associated with 
type 2 diabetes among European Americans [38]. Ac-
cording to the results of meta-analysis of 49 studies, 
CX3CR1*T/M genotype is associated with decreased 
risk of atherosclerosis and CHD, while CX3CR1*M/M 
genotype is associated with increased risk of ischemic 
cerebrovascular disease [39], which is consistent with 
our data.

CONCLUSION
In conclusion, it should be noted that our results sup-
port the hypothesis of the influence of the SAA1, CRP, 
CCL2, CCR2, and CX3CR1 gene polymorphisms on the 
processes that play an important role in CHD patho-
genesis. We also demonstrated that allelic variants of 
the SAA1 and CRP genes can have both a negative and 
positive effect on the development of the disease de-
pending on the genetic environment, which illustrates 
the thesis of a complex nonlinear interaction of the 
studied factors and does not contradict the results ob-
tained in other studies. 

The study was performed with the equipment provided 
by USC “Complex equipment for the study of nucleic 

acids – KODINC” and Biomika (Department of 
biochemical research methods and nanobiotechnology 

RTSKP Agidel). 
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ABSTRACT Putative open reading frames of MD-endonucleases have been identified in Enterobacteria genomes 
as a result of the search for amino acid sequences homologous to MD-endonuclease BisI. A highly conserved 
DNA primary structure of these open reading frames in different genera of Enterobacteria (Escherichia, Kleb-
siella and Cronobacter) has allowed researchers to create primers for PCR screening, which was carried out on 
Enterobacteria DNA collected from natural sources. The DNA fragment, about 440 bp in length, was amplified 
by use of the genomic DNA of a wild E.coli LM N17 strain as a template and was inserted into the pMTL22 vec-
tor. Endonuclease activity was detected in an E.coli ER 2267 strain transformed with the obtained construction. 
A new enzyme named ElmI was purified by chromatographic techniques from the recombinant strain biomass. 
It was discovered that similarly to BisI this enzyme specifically cleaves the methylated DNA sequence 5’-GC-
NGC-3’ before the central nucleotide “N” if this sequence contains two 5-methylcytosines. However, unlike BisI, 
ElmI more efficiently cleaves this sequence if more than two cytosine residues are methylated. 
KEYWORDS methyl-directed site specific endonuclease, MD-endonuclease, epigenetics, methylome analysis, DNA 
endonuclease gene cloning.
ABBREVIATIONS u.a. – unite activity of enzyme, MD-endonuclease – methyl-directed site specific endonuclease. 

INTRODUCTION
Methyl-directed site specific endonucleases (MD-en-
donucleases) recognize and cleave DNA at specific 
methylated sequences, leaving unmethylated DNA 
untouched. In the last nine years, more than 10 pro-
totypes of these enzymes have been described. They 
have different recognition sites, which are cleaved 
only when the cytosine residues within them are 
C5-methylated.

In contrast to restriction endonucleases, MD-en-
donucleases recognize not only a specific nucleotide 
sequence and relative hydrolysis position in this se-
quence, but also a specific pattern of methylation. 
Therefore, different MD-endonucleases, even those 
with similar recognition sites, may cleave DNA differ-
ently based on its methylation pattern. Enzymes that 
recognize the methylated 5’-GCNGC-3’ sequence are 
a great example. Among the enzymes that recognize 

this site and cleave DNA after the central nucleotide 
“N” BlsI [1] cleaves this sequence if it contains at least 
two and PkrI [2] if it contains at least three 5-methyl-
cytosine residues. Among the enzymes that cleave the 
sequence before the central nucleotide “N,” MD-endo-
nuclease BisI [3] cleaves the 5’-GCNGC-3’ sequence if 
it contains two 5-methylcytosine residues (and much 
less efficiently, if there is only one), whereas GluI [4] 
needs four 5-methylcytosine residues.

We have described a new representative of this 
group of enzymes, MD-endonuclease ElmI, that rec-
ognizes the methylated 5’-GCNGC-3’ sequence and 
cleaves it before the central nucleotide “N” (to form 
5’-overhanging single-nucleotide ends) if the sequence 
contains at least two 5-methylcytosine residues; the 
enzyme activity increases by an order of magnitude if 
three or four cytosines in the recognition site are meth-
ylated.
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MATERIALS AND METHODS 

PCR screening of Enterobacteria DNA collected 
from natural sources and production of pElmI 
plasmid with the new MD-endonuclease gene
Coliform bacteria were isolated from natural sources 
(sewage water) on a selective Endo medium according 
to [5]. Eight to twenty strains with different morpho-
logical characteristics were collected from each sample 
inoculation (LM, LT, LP, and LV series).

Chromosomal DNA was isolated from these strains 
and screened by PCR using the primers listed below. 
The fragment amplified using DNA from one of the 
wild-type strains was inserted into the pMTL22 plas-
mid [6] at the BglII and FauNDI restriction sites.

After transformation of the E. coli ER2267 cells, the 
clones carrying the target plasmid (called pElmI) were 
plated on Petri dishes with an agarized LB medium 
supplemented with ampicillin (50 µg/ml). The clones 
were grown overnight at 37°C, subcultured to separate 
dishes with ampicillin (100 µg/ml), and allowed to grow 
overnight for further analysis.

Production of biomass of the recombinant ElmI 
producer strain and assay of the target activity
The recombinant clone of the E. coli ER2267 strain, 
which was transformed with pElmI plasmid, was trans-
ferred from Petri dishes to a bottle with 200 ml of a LB 
broth supplemented with ampicillin (100 µg/ml) using 
an inoculation loop. The inoculum was grown overnight 
using a thermostatted shaker (37°C, 120 rpm).

5 ml of inoculum were seeded into 20 bottles 
with 200 ml LB broth supplemented with am-
picillin (100 µg/ml) and 0.5 mM isopropyl-β-D-
thiogalactopyranoside (IPTG).

The culture was grown for 10 hours in a thermo-
static shaker (120 rpm), and then an aliquot (1 ml) 
for the enzyme activity assay was withdrawn and 
transferred to a 1.5 ml Eppendorf tube. The cells were 
pelleted using a 5416 Eppendorf tabletop centrifuge 
(Eppendorf GmbH, Germany, 12,000 rpm, 2 min). The 
supernatant was removed, and the precipitate was re-
suspended in 0.2 ml of a lysis buffer (10 mM Tris-HCl, 
pH 8.5, 0.1 mg/ml lysozyme, 0.5 M NaCl, 1 mM EDTA, 
0.1% Triton X-100).

The activity of the enzyme in the lysate was assayed 
in 20 µl of the reaction mixture, which contained pF-
sp4HI3 plasmid, pre-linearized with DriI restriction 
enzyme, as a DNA substrate [4]. The linearization was 
performed in a SE buffer “W” (10 mM Tris-HCl (pH 8.5 
at 25°C), 10 mM MgCl2

, 100 mM NaCl, 1 mM dithioth-
reitol) for 2 hours at 37°C. The amount of ElmI enzyme 
sufficient for complete hydrolysis of 1 µg of pFsp4HI3 
DNA (2 hours, 37°C, SE buffer “W”) was taken as 1 unit 

activity of the enzyme. The presence or absence of hy-
drolysis of the DNA substrate was determined by elec-
trophoresis in 1% agarose gel.

The cells of all of the produced biomass were pel-
leted using a J2-21 centrifuge (30 min, 8,000 rpm, JA-
10 rotor, Beckman, USA) and frozen.

Production of ElmI enzyme preparation 
All procedures for isolation and purification of the en-
zyme preparation were performed at 4°C using the fol-
lowing solutions:

- Buffer A: 10 mM Tris-HCl, pH 7.5; 0.1 mM EDTA; 
7 mM 2-mercaptoethanol;

- Buffer B: 10 mM K-phosphate buffer, pH 7.4; 
0.1 mM EDTA; 7 mM 2-mercaptoethanol.

pFsp4HI3 in the SE buffer “W,” digested for 15 min 
in 20 µl of the reaction mixture by adding aliquots (1 µl) 
of chromatographic fractions, was used as the DNA 
substrate [4] to determine the activity of the enzyme.

Isolation of the crude extract. The biomass (8 g) was 
suspended in 30 ml of buffer A containing 0.2 M NaCl, 
1 mM phenylmethylsulfonyl fluoride (PMSF), 0.1% Tri-
ton X-100; and 0.1 mg /mL lysozyme. The cells were 
disrupted by sonication on a Soniprep 150 sonicator 
(MSE, UK, 2 cm adapter, amplitude of 20 µm), using 
four 1-minute periods followed by 1-minute intervals 
to cool the suspension in an ice bath.

Cell debris was removed by centrifugation at 15,000 
rpm for 30 min (JA-20 rotor, J2-21 centrifuge, Beck-
man, USA).

Chromatography on phosphocellulose P-11. The crude 
extract was diluted twofold with buffer A and ap-
plied to a column with phosphocellulose P-11 (30 ml), 
pre-equilibrated with buffer A containing 0.1 M NaCl, 
and washed with 160 mL of the same buffer. The ad-
sorbed material was eluted using a linear gradient of 
NaCl (0.1 to 1 M) in buffer A (total volume of 800 ml); 
30 fractions were collected, and fractions 16 to 22 (0.35 
to 0.47 M NaCl) exhibiting target activity were pooled 
together.

Chromatography on hydroxylapatite. The pooled frac-
tions were applied to a column with hydroxylapatite (2 
ml), pre-equilibrated with buffer B containing 0.05 M 
NaCl, and washed with 10 ml of the same buffer. The 
adsorbed material was eluted using a linear gradient 
of K-phosphate buffer (pH 7.4) containing 0.05 M NaCl 
(0.01 to 0.1 M, total volume of 30 ml). A gradient of 20 
fractions was collected, and fractions 8 to 12 (0.044 to 
0.056 M K-phosphate) exhibiting ElmI activity were 
pooled together. The pooled fractions were dialyzed for 
1 h against 300 ml of buffer A.



RESEARCH ARTICLES

  VOL. 8  № 1 (28)  2016  | ACTA NATURAE | 119

Chromatography on heparin-agarose. The dialyzed 
fractions were applied to a column with heparin-aga-
rose (2 ml), pre-equilibrated with buffer B containing 
0.05 M NaCl, and washed with 4 ml of the same buffer. 
The adsorbed material was eluted using a linear gradi-
ent of NaCl (0.05 to 1 M) in buffer B (a total volume of 
30 ml); 20 fractions were collected, and fractions 12 and 
13 (0.62 to 0.67 M NaCl) exhibiting the target activity 
were pooled together.

Concentration, activity assays and storage. The pooled 
fractions were dialyzed for 20 hours against a 15-fold 
volume of buffer B with 50% glycerol and 0.2 M NaCl, 
and stored at -20°C.

The activity was assayed by adding eight consecu-
tive two-fold dilutions of the enzyme preparation (2, 
1, ½ µl, etc.) to 20 µl of the reaction mixture containing 
0.5 µg of pFsp4HI3/DriI DNA in the SE buffer “W,” fol-
lowed by 2 h incubation at 37°C. The SE buffer for en-
zyme dilution “B100” (10 mM Tris-HCl (pH 7.6 at 25°C), 
50 mM KCl, 0.1 mM EDTA, 200 µg/ml BSA, 1 mM di-
thiothreitol, 50% glycerol) was used to dilute enzyme 
preparations. The reaction was stopped by adding 1 µl 
of a stop buffer (50% glycerol, 10 mM EDTA, 0.2% bro-
mophenol blue) to each reaction mixture.

Sanger sequencing was used to determine the DNA 
sequence on a ABI 3130xI Genetic Analyzer automatic 
sequencer (Applied Biosystems, USA) according to the 
manufacturer’s instructions.

Preparations of enzymes, DNA, deoxynucleoside 
triphosphates, and synthetic oligonucleotides, as well 
as the molecular weight markers (1 kb Ladder and 
Lambda/StyI) used in this work, were produced by Si-
bEnzyme (Russia).

RESULTS AND DISCUSSION

Cloning of the new MD-endonuclease 
ElmI gene and comparative analysis of 
nucleotide and amino acid sequences
Previously, we found MD-endonucleases in bacteria 
from different taxonomic groups, but mostly in rep-
resentatives of the Microbacteriaceae and Bacillaceae 
families. The earlier screening of cell lysates did not 
allow us to identify similar site-specific enzymes in 
Enterobacteriaceae strains, which may indicate either 
the absence or the extremely low activity of MD-en-
donucleases in this group of bacteria. To resolve this 
issue, we decided to use bioinformatic rather than the 
biochemical method to search for homologous entero-
bacterial proteins.

The PSI-BLAST (https://blast.ncbi.nlm.nih.gov) 
software was used to screen the database of Enterobac-
teriaceae amino acid sequences for sequences homolo-

gous to the previously described MD-endonuclease BisI 
(GenBank AJW87312) [7]. Two search iterations re-
vealed ~50 enterobacterial amino acid sequences which 
were homologous to the BisI sequence (32–48% similar-
ity, 17–30% identity). The roles of all these homologous 
proteins have been unknown. The nucleotide sequences 
of the corresponding genes were extracted from the 
GenBank database and compared to each other. It 
has been shown that the sample contains two groups 
of highly homologous genes. The first group includes 
genes of four putative proteins with a length of 143–
144 amino acid residues from the bacteria of genera 
Escherichia (GenBank accession numbers ACT43858 
and AKN48098), Cronobacter (CCJ93299), and Klebsi-
ella (KEG36084). A comparison of these genes to each 
other revealed a 93–99% identity. The second group 
contained enterobacterial genes which encode pro-
teins with a length of 290 amino acid residues, whose 
N-terminal portion is homologous to the BisI protein 
(GenBank protein accession numbers: KFC97828, 
WP_000794335, WP_000794336, WP_000794337, 
WP_001655794, WP_004952390, WP_008806407, 
WP_021557167, WP_025912430, WP_032653240, 
WP_032671961, and WP_033070923 ). The degree of 
nucleotide sequence identity in this group is 83–99%.

Figure 1 shows multiple alignment of the amino acid 
sequences of the four highly homologous enterobac-
terial proteins from the first group, which have a BisI 
sequence. The sequence of endonuclease ElmI, which 
was detected by PCR screening, is also shown (see the 
description below).

Multiple alignment of the corresponding entero-
bacterial genes (Fig. 2) revealed that their nucleotide 
compositions also have a high degree of identity, even 
though the host organisms belong to different gen-
era. The sequence of the elmI gene, established in this 
work, is added to the alignment.

The high degree of sequence identity for the genes 
from the two aforementioned groups, which holds true 
for their end sites, allowed us to select primers for PCR 
screening of wild-type strains for the presence of simi-
lar genes. To search for genes encoding proteins related 
to the first group of proteins, we used primers contain-
ing the recognition sites of FauNDI and BamHI restric-
tion endonucleases for inserting PCR fragments into a 
plasmid vector:

E s p - 1  5 ’ - C C C C C A T A T G A G T G C A C G T -
GAAGCATATC-3’     

Esp-2   5’-CGCGGATCCTTAGGGATTACACT-
GACTGAAACTCTTC-3’. 

For PCR screening for genes similar to the second 
group of genes, the following primers were synthesized:

Esp-3 – 5’-TTGAAAAATAATCATTTAACAT-
CATATG-3’
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Esp-4  –  5 ’-TCACTCCAGAACGCTGATA-
AGTTT-3’.

Genomic DNA was isolated from 64 strains of coli-
forms bacteria detected in sewage waters and used as 
a template for PCR. Amplification with the Esp-3 and 
Esp-4 primers (the second group of genes) did not result 
in a fragment of the expected length (~870 bp) in any of 
the matrix DNA. The use of the Esp-1 and Esp-2 primers 
(the first group of genes) resulted in a PCR fragment of 
the expected length (~430 bp) in one DNA sample. 

This amplified fragment was treated with the Bam-
HI and FauNDI restriction enzymes and ligated into the 
pMTL22 vector, which had been previously digested 
with FauNDI and BglII. The resulting plasmid, named 
pElmI, was used to transform the E. coli ER2267 cells.

Taxonomic specificity of the original strain whose 
genomic DNA was amplified to obtain the fragment 
was determined using conventional biochemical and 
morphological criteria [8], and by analyzing the struc-
ture of the 16S rRNA fragment by BLAST [9]. The 
original natural producing strain was identified as E. 

coli LM N17. The site-specific DNA endonuclease pro-
duced by the strain was named ElmI.

The PCR fragment inserted in the pElmI plasmid 
was sequenced. The nucleotide sequence of the frag-
ment, 432 bp in length, was deposited in the GenBank 
with accession number LN869919. The sequence begins 
with a ATG start codon and ends with a TAA stop co-
don (the hypothetical reading frame has no other stop 
codons), and, therefore, it can be considered as an hy-
pothetical reading frame of DNA endonuclease ElmI, 
and the gene encoding this protein, as elmI.

A comparative analysis of the sequenced fragment 
of the gene shows that elmI has essentially the same se-
quence as the genes encoding polypeptides of the clos-
est homologues: E. coli strains BL21 (DE3) (ACT43858) 
and C41 (DE3) (AKN48098). The only identified sub-
stitution was the presence of cytosine at position 131 
of the elmI gene instead of thymine in the homologous 
genes (Fig. 2).

Therefore, the derived amino acid sequence of ElmI 
endonuclease differs from the closest homologues 

Fig. 1. Alignment of the amino acid sequences of BisI and ElmI with the most homologous proteins from enterobacteria. 
The designations of amino acid sequences correspond to GenBank numbers, as described in the text. Amino acids that 
are identical in all presented protein sequences are shown in white on a black background. Amino acids with similar 
physical and chemical properties are shown in black on a gray background.
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Fig. 2. Alignment of the nucleotide sequence of the putative gene encoding ElmI (elmI gene) with the most homologous 
DNA sequences. Nucleotide sequences are identified by GenBank accession numbers for the corresponding encoded 
proteins. Nucleotides identical for most, but not for all, of the analyzed sequences of 5 genes are shown on a gray back-
ground. Nucleotides that are not found in the majority of the sequences are shown in italics and underlined. The single 
nucleotide by which the elmI gene differs from the nearest homologues from Escherichia coli BL21(DE3) and C41(DE3) 
is indicated by a frame. The sequences on the 5’ and 3’ ends corresponding to the primers by which the PCR screening 
for isolation of coliform bacteria genomic DNA from natural sources was performed are indicated by frames as well. 
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from the E. coli strains BL21 (DE3) and C41 (DE3) by 
one amino acid residue: ElmI has serine at position 44, 
whereas the closest homologues (E. coli BL21 (DE3) 
and C41 (DE3)) have leucine at the same position (Fig. 
1). At the same time, the amino acid sequence similar-
ity between ElmI and BisI is ~50%, and the number of 
identical amino acids is 112%. Therefore, the cloned 
DNA fragment that was identified by PCR screening 
and represented by a putative gene of methyl-directed 
ElmI DNA endonuclease is highly homologous to por-
tions of genomic DNA from well-known E. coli strains.

Determination of the new ElmI MD-
endonuclease specificity
In contrast to the parental strain, the lysate of E. coli 
ER2267 clones carrying pElmI plasmid exhibited en-
donuclease activity and one of the E. coli pElmI clones 
was chosen for production of biomass and isolation of 
the enzyme.

A total of 8 g of E. coli pElmI biomass were produced 
as described in the Materials and Methods section. 
Chromatographic purification of the biomass resulted 
in 3 ml of the ElmI enzyme preparation with a concen-
tration of 4 u.a./µl.

Various substrate DNAs were digested in pre-es-
tablished optimum conditions (37°C, SE reaction buf-
fer “W”, 20 µl of the reaction mixture containing 0.5 µg 
of substrate DNA, 2h) in order to determine the site-
specificity of ElmI. DNA was cleaved by the BisI con-

trol enzyme under the same conditions, but using the 
SE reaction buffer “Y.”

DNA of plasmids carrying genes of different DNA 
methyltransferases was used as substrates to deter-
mine the specificity of the ElmI enzyme. The activity of 
these genes in E. coli strains, from which the plasmids 
were isolated, resulted in modification of DNA sub-
strates by the corresponding DNA methyltransferases, 
and, therefore, they had distinctive patterns of meth-
ylation.

The following plasmids were used as methylated 
DNA substrates:

1) pMHpaII plasmid carrying the gene encoding 
DNA methyltransferase HpaII, which methylates the 
first cytosine residues in all 5’-CCGG-3’ sequences in 
both strands of DNA [10];

2) pMHaeIII plasmid carrying the gene encoding 
DNA methyltransferase HaeIII, which methylates the 
first cytosine residues in all 5’-GGCC-3’ sequences in 
both strands of DNA [11];

3) pHspAI2 plasmid carrying the gene encoding 
DNA methyltransferase HspAI, which methylates the 
first cytosine residues in all 5’-GCGC-3’ sequences in 
both strands of DNA [12]. This plasmid contains an ad-
ditional hypermethylated site:

 5’-G(5mC)G(5mC)G(5mC)GC-3’
 3’-CG(5mC)G(5mC)G(5mC)G-5’;
4) pHspAI4 plasmid also carrying the gene encoding 

DNA methyltransferase HspAI, which methylates the 
first cytosine residues in all 5’-GCGC-3’ sequences in 
both strands of DNA [12]. This plasmid contains an ad-
ditional hypermethylated site:

5’-G(5mC)G  C AG(5mC)G   C-3’
3’-C  G(5mC)GTC    G(5mC)G-5’;
5) pFsp4HI3 plasmid carrying the gene encoding 

DNA methyltransferase Fsp4HI, which methylates the 
first cytosine residues in all 5’-GCNGC-3’ sequences [4]. 
This plasmid contains a hypermethylated site:

5’-G(5mC)C G(5mC)G G(5mC)A G C-3’
3’-C   G  G(5mC) G  C(5mC)G  T(5mC)G-5’. 
All plasmids were pre-linearized by DriI restric-

tion endonuclease at the 5’-GACNNNNNGTC-3’ site 
(unique to each plasmid).

The results of the site-specificity analysis of the 
DNA substrates are shown in Fig. 3.   

As can be seen from Fig. 3, ElmI does not cleave 
sequences methylated by DNA methyltransferases 
HpaII (lane 2), HspAI2 (lane 4), and HaeIII (lane 6), 
and, therefore, ElmI does not recognize the 5’-C(5mC)
GG-3’/3’-GG(5mC)C-5’, 5’-G(5mC)GC-3’/3’-CG(5mC)
G-5’, and 5’-GG(5mC)C-3’/3’-C(5mC)GG-5’ sequences.

Figure 3 also shows that ElmI cleaves pFsp4HI3/
DriI DNA (lane 9), producing DNA fragments of the 
same length as those from the treatment of the same 

Fig. 3. ElmI site-specificity analysis with various C5-meth-
ylated DNA substrates. Electrophoresis in 1% agarose 
gel. Lanes: 1 – pMHpaII/DriI; 2 – pMHpaII/DriI + ElmI; 
3 – pHspAI2/DriI; 4 – HspAI2/DriI + ElmI; 5 – pMHaeIII/
DriI; 6 – pMHaeIII/DriI + ElmI;  7 – DNA molecular weight 
marker 1 kb; 8 – pFsp4HI3/DriI; 9 – pFsp4HI3/DriI + 
ElmI; 10 – pFsp4HI3/DriI + BisI. 11 – pHspAI4;  12 – pH-
spAI4 + ElmI.

1 2 3 4 5 6 7 8 9 10 11 12
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substrate with BisI (lane 10). Since all first cytosines 
residues in the 5’-GCNGC-3’ sequences of this plas-
mid are C5-methylated [4], and they are all digested by 
BisI MD-endonuclease, this suggests that ElmI recog-
nizes and cleaves the same methylated sites. It is also 
important to point out that ElmI is substantially less ef-
ficient in cleaving pHspAI4 plasmid, forming two weak 
fragments (lane 12). This is attributed to the fact that 
in contrast to pFsp4HI3 plasmid, the hypermethylated 
portion of pHspAI4 plasmid (see above) includes the 
unique 5’-GCNGC-3’sequence in which the external 
(second), rather than the internal (first), cytosines in 
both strands are methylated.

The data obtained indicate that ElmI recognizes and 
cleaves the methylated 5’-GCNGC-3’ sequence con-
taining two 5-methylcytosine residues and is an order 
of magnitude more efficient if two internal, rather than 
external, cytosine residues in both strands are methyl-
ated.

In order to establish how effectively ElmI cleaves 
a 5’-GCNGC-3’ sequence with a higher number of 
5-methylcytosine residues, pFsp4HI3/DriI was treated 
with ElmI in an amount insufficient for complete hy-
drolysis and the result was compared with the result of 
its cleavage by BisI endonuclease (Fig. 4).

Fig. 4. Incomplete cleavage of pFsp4HI3/DriI showing higher ElmI activity in 5’-GCNGC-3’ sequences with three or four 
5-methylcytosines, compared with 5’-GCNGC-3 sequences with only two 5-methylcytosines that BisI cuts preferably. 
Electrophoresis in 1% agarose gel. Lanes: 1-8, pFsp4HI3/DriI, treated with serial 2-fold dilutions of ElmI (initial amount, 
added to the initial reaction mixture is 1 u.a.); 9, DNA molecular weight marker 1 kb; 10-17, pFsp4HI3/DriI, treated with 
serial 2-fold dilutions of BisI (initial amount, added to the reaction mixture is 1 u.a.); 18, pFsp4HI3/DriI.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

pFsp4HI3 plasmid contains two 5’-GCNGCNGC-3’ 
and one 5’-GCNGCNGCNGC-3’ sequences, which 
include, respectively, two and three intersecting Fs-
p4HI methylase recognition sites. Methylation of 
these sequences by Fsp4HIL methylase leads to a 
5’-GCNGC-3’ sequence with three 5-methylcytosines 
or, in the case of 5’-GCNGCNGCNGC-3’, in a central 
5’-GCNGC-3’ site containing four such residues. Anal-
ysis of the nucleotide sequence of pFsp4HI3 plasmid 
using the Vector NTI Suite 7 software shows that the 
cleavage of pFsp4HI3/DriI at these sequences only, 
as well as at the recognition site of DriI endonuclease, 
which was used to linearize the plasmid, should re-
sult in fragments of ~ 3000, ~ 490 (double fragment), 
and ~ 340 bp in size. Figure 4 shows that these frag-
ments are easily visualized for 2–6 dilutions of ElmI 
(lanes 2–5). Even the last enzyme dilution (lane 8) 
contains a fragment ~1300 bp in length, which should 
form by cleavage of the unique hypermethylated 
5’-GCNGCNGCNGC-3’sequence, containing, among 
others, the 5’-GCNGC-3’ site with four 5-methylcy-
tosine residues.

These fragments are much less visible in the case 
of BisI. Even though the hydrolysis of pFsp4HI3/DriI 
plasmid by 2–4 dilutions is much more complete com-
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Fig. 5. Cleavage posi-
tion determination for 
ElmI on the oligonucle-
otide duplexes D1/
D2. The symbol “*” 
denotes the labeled 
chain. Electrophoresis in 
20% polyacrylamide gel 
with 7M urea. Lanes: 1, 
D1*/D2; 2, D1*/D2 + 
PkrI; 3, D1*/D2 + ElmI; 
4, D1*/D2 + GluI.

1 2 3 4pared to ElmI, the last (eighth) dilution of BisI hardly 
contains any ~1,300 bp fragment (Lane 17).

These data suggest that, in contrast to BisI, the new 
ElmI MD-endonuclease is an order of magnitude more 
efficient in cleaving the 5’-GCNGC-3’ sequence in the 
presence of three or four 5-methylcytosine residues 
than in the presence of only two methylated residues. 
Therefore, the original DNA is completely absent after 
digestion with 1/16 u.a. of ElmI (lane 5) due to a more 
efficient cleavage of 5’-GCNGC-3’ with three or four 
5-methylcytosine residues. In contrast, BisI cleaves 
such hypermethylated variants less efficiently: there-
fore, the original DNA fragment remains visible if 1/16 
u.a. is used (lane 14).

Determination of the position of the hydrolizable 
linkage in the ElmI recognition site 
The position of the hydrolizable linkage was deter-
mined by comparing the lengths of the fragments gen-
erated during the cleavage of the oligonucleotide D1/
D2 duplex, formed from oligonucleotides D1 and D2, 
using ElmI, PkrI, and GluI MD-endonucleases (the lat-
ter also recognizes the 5’-GCNGC-3’ methylated se-
quence [4] and cleaves it similarly to BisI before the 
central nucleotide. The putative sequence recognized 
by ElmI is underlined):

D1: 5’-GAGTTTAG(5mC)GG(m5C)TATCGATCC-3’
D 2 :  5 ’ - G G A T C G A T A G ( 5 m C ) C G ( m 5 ) C T A -

AACTC-3’. 
Figure 5 shows a autoradiograph of the electrophe-

rograms of the cleavage products of the radiolabelled 
D1*/D2 duplex in 20% polyacrylamide gel with 7M 
urea.

As can be seen from Fig. 5, the fragments derived 
from the hydrolysis of the D1*/D2 duplex with PkrI 
and ElmI (lanes 2 and 3, respectively) have different 
electrophoretic mobilities, indicating that these en-
zymes have different positions of hydrolizable link-
age relative to the recognition site. At the same time, 
the electrophoretic mobilities of DNA fragments pro-
duced by ElmI and GluI are identical (lanes 3 and 4, 
respectively). Therefore, ElmI and GluI have the same 
position of hydrolizable linkage relative to the recog-
nized 5’-GCNGC-3’ sequence. Since GluI cleaves the 
5’-GC^NGC-3’ sequence before the central nucleotide 
“N” [4], ElmI also cleaves it before the central nucleo-
tide.

CONCLUSION
Thus, the first identified recombinant enterobacterial 
MD-endonuclease ElmI recognizes the 5’-GC^NGC-3’ 
nucleotide sequence and cleaves both strands of DNA 
before the central nucleotide “N,” producing 5’-over-
hanging single-nucleotide ends.

Our results indicate that enterobacterial genomes 
contain genes for MD-endonucleases whose amino acid 
sequences have only moderate homology to BisI and 
that only half of the amino acid residues may be re-
garded as similar in physical and chemical properties. 
Nevertheless, despite the only moderate homology of 
the primary structure BisI and ElmI have similar rec-
ognition sites and positions of hydrolizable linkages.

The use of the Esp-1 and Esp-2 primers and a labo-
ratory E. coli BL21 (DE3) (ACT43858) strain results in 
amplification of an ~ 430 bp DNA fragment which is 
highly homologous to the elmI gene. According to Gen-
Bank, this fragment represents a reading frame that 
encodes a polypeptide of unknown function: Entero-
bact1 - WP_001276099.1 hypothetical protein Entero-
bact1 – WP_001276099.1 hypothetical protein [Esch-
erichia coli] >ref|YP_003035796.1| hypothetical protein 
ECBD_1551 [Escherichia coli ‘BL21]. However, accord-
ing to our data, this reading frame is a gene encoding a 
methyl-directed DNA endonuclease. We have denoted 
the gene corresponding to this frame as ecoBLI, and 
the encoded protein as EcoBLI. Its properties will be 
discussed in a separate publication.

The site-specific ElmI endonuclease can be used in 
epigenetic studies, molecular biology, and genetic engi-
neering for site-specific cleavage of methylated DNA: 
e.g., for the analysis of genomic DNA methylation in 
plants [13], where CNG-methylation is considered to be 
epigeneticaly important. 
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while the taxa of higher orders should be in regular 
font. 

• Gene names (except for yeast genes) should be ital-
icized, while names of proteins should be in regular 
font. 

• Names of nucleotides (A, T, G, C, U), amino acids 
(Arg, Ile, Val, etc.), and phosphonucleotides (ATP, 
AMP, etc.) should be written with Latin letters in reg-
ular font. 

• Numeration of bases in nucleic acids and amino acid 
residues should not be hyphenated (T34, Ala89). 

• When choosing units of measurement, SI units are to 
be used.

• Molecular mass should be in Daltons (Da, KDa, MDa). 
• The number of nucleotide pairs should be abbreviat-

ed (bp, kbp). 
• The number of amino acids should be abbreviated to 

aa. 
• Biochemical terms, such as the names of enzymes, 

should conform to IUPAC standards. 
• The number of term and name abbreviations in the 

text should be kept to a minimum. 
• Repeating the same data in the text, tables, and 

graphs is not allowed. 

GUIDENESS FOR ILLUSTRATIONS
• Figures should be supplied in separate files. Only 

TIFF is accepted. 
• Figures should have a resolution of no less than 300 

dpi for color and half-tone images and no less than 
500 dpi. 

• Files should not have any additional layers. 

REVIEW AND PREPARATION OF THE 
MANUSCRIPT FOR PRINT AND PUBLICATION
Articles are published on a first-come, first-served ba-
sis. The members of the editorial board have the right to 
recommend the expedited publishing of articles which 
are deemed to be a priority and have received good re-
views. 

Articles which have been received by the editorial 
board are assessed by the board members and then 
sent for external review, if needed. The choice of re-
viewers is up to the editorial board. The manuscript 
is sent on to reviewers who are experts in this field of 
research, and the editorial board makes its decisions 
based on the reviews of these experts. The article may 
be accepted as is, sent back for improvements, or re-
jected. 

The editorial board can decide to reject an article if it 
does not conform to the guidelines set above. 

The return of an article to the authors for improve-
ment does not mean that the article has been accept-

ed for publication. After the revised text has been re-
ceived, a decision is made by the editorial board. The 
author must return the improved text, together with 
the responses to all comments. The date of acceptance 
is the day on which the final version of the article was 
received by the publisher. 

A revised manuscript must be sent back to the pub-
lisher a week after the authors have received the com-
ments; if not, the article is considered a resubmission. 

E-mail is used at all the stages of communication be-
tween the author, editors, publishers, and reviewers, 
so it is of vital importance that the authors monitor the 
address that they list in the article and inform the pub-
lisher of any changes in due time. 

After the layout for the relevant issue of the journal 
is ready, the publisher sends out PDF files to the au-
thors for a final review. 

Changes other than simple corrections in the text, 
figures, or tables are not allowed at the final review 
stage. If this is necessary, the issue is resolved by the 
editorial board. 

FORMAT OF REFERENCES
The journal uses a numeric reference system, which 
means that references are denoted as numbers in the 
text (in brackets) which refer to the number in the ref-
erence list. 

For books: the last name and initials of the author, 
full title of the book, location of publisher, publisher, 
year in which the work was published, and the volume 
or issue and the number of pages in the book. 

For periodicals: the last name and initials of the au-
thor, title of the journal, year in which the work was 
published, volume, issue, first and last page of the ar-
ticle. Must specify the name of the first 10 authors. 
Ross M.T., Grafham D.V., Coffey A.J., Scherer S., McLay 
K., Muzny D., Platzer M., Howell G.R., Burrows C., Bird 
C.P., et al. // Nature. 2005. V. 434. № 7031. P. 325–337. 

References to books which have Russian translations 
should be accompanied with references to the original 
material listing the required data. 

References to doctoral thesis abstracts must include 
the last name and initials of the author, the title of the 
thesis, the location in which the work was performed, 
and the year of completion. 

References to patents must include the last names 
and initials of the authors, the type of the patent doc-
ument (the author’s rights or patent), the patent num-
ber, the name of the country that issued the document, 
the international invention classification index, and the 
year of patent issue. 

The list of references should be on a separate page. 
The tables should be on a separate page, and figure cap-
tions should also be on a separate page. 

The following e-mail addresses can be used to 
contact the editorial staff: vera.knorre@gmail.
com, actanaturae@gmail.com, tel.: (495) 727-38-60, 
(495) 930-87-07










